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Heat Transfer in' Fire 
The essential role played by heat and mass transfer processes in fire is discussed, and 
the need for the development of an understanding of fire through the application of 
analysis and modeling techniques so successful in heat transfer is indicated. Practical 
design for fire protection today stands where heat transfer design stood 50 years ago. 
Many of the same techniques that changed heat transfer design from an empirical to a 

I process can similarly transform fire safety design and fire control operations. 

Introduction 

LIKE ALL multifaceted societal problems, the reduction 
of the U. S. world-beating fire loss record can only be accomplished 
by attacks on many fronts. The design of safer cities, buildings, 
and furnishings, the organization of and training for the fire 
services, the economic tradeoffs implied in the selection of various 
levels of fire safety, the psychology of carelessness in handling 
fuels and matches, the national (and international) support of 
(ire research and development, the governmental procedures for 
code adoption and enforcement are but a few of the necessary 
considerations. 

In this paper I intend to examine only those technical aspects 
of fire in which physical transfer processes are involved. While 
we will have to guard against the possibility of developing a 
"blind man's view of the elephant," fire is such that heat and 
mass transfer processes are involved in an essential way in nearly 
every feature. 

The simplest but very useful view of a fire is that of the fire 
triangle, Fig. 1. All three elements are essential to a fire. The 
lines connecting these three elements are the transfer processes 
(hat make it possible for a fire to burn. Extinguishment pro
cesses involve the complete removal of one of the three elements 
or the breaking of the connecting lines. 

A fire spreads as fast as the reactants can mix and can be 
heated to a sufficiently high temperature by feedback heat trans
fer from the fire. 

fire Phenomena 
We are surrounded by fuels. Our clothing, our buildings, our 

Arties are geometric arrays of assorted combustibles. In fact, 
Modern progress in many areas has meant new plastics and new 
liquid fuels of various kinds. And of course we are intimately 
surrounded by air containing 21 percent oxygen. Thus the base 
«the fire triangle is ever present. All we need is heat, from 
[fiction, from an electric appliance, from a match, to provide the 
'Biition. 

Contributed by the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS and presented as an invited 
*ture at the Winter Annual Meeting, New York, N. Y., November 
0-30, 1972. Manuscript received by the Heat Transfer Division 
Member 28, 1972. Paper No. 72-WA/HT-63. 

'"irnal of Heat Transfer 

Fig. 1 The fire triangle 

Our world is unstable. Once started, the reactions between 
essential components of our environment produce enough heat to 
raise the temperature of the as yet iminvolved fuel. Thus the 
fire spreads. 

By the same conductive, convective, and radiative processes 
that spread the fire, someone (or something) eventually detects 
the fire and sounds an alarm. The extinguishment process is 
started. People remove themselves and some of the more valu
able fuels. By applying water or other agent, heat is removed, 
the air is partially excluded, and the normal fire heat transfer 
mechanisms of the fire triangle are greatly altered. Thus the fire 
is eventually brought under control. 

During the active fire phase, many gaseous products are pro
duced and a great deal of damage is caused by the convective 
distribution of smoke, soot, and toxic gases. The property value 
destruction is not only direct by fire or indirect by smoke, but 
also by the extinguishment process itself. About half of the fire 
damage claims are paid for water damage. 

Over the centuries, man has had to cope with as well as use 
fire. Present-day procedures of design for fire safety, selection 
of fire-safe materials, detection methods, and extinguishment 
actions are based upon a growing knowledge in all relevant 
scientific and engineering areas as well as upon accumulated 
experience. This experience, together with the best judgment of 
many dedicated people, has resulted in our fire, codes and stan
dards. Because of the complexity of fire, only the barest begin-
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ning has been made on the quantitative prediction of fire be
havior. As a consequence, fires frequently present us with sur
prises, and standard tests have many loopholes. 

Our present-day practical fire engineering stands about where 
heat transfer stood half a century ago. Then, a few pioneers, 
Saunders, McAdams, etc., saw what the techniques of data corre
lation could do for heat transfer design—but the practitioners 
didn't believe it. They preferred specific empirical tests or best 
judgment. So today with fire, little correlation or analysis has 
yet been done and there are many who think it unnecessary. 
But just as heat transfer has been raised to a fair degree of rational 
engineering during the past 50 years, so I believe fire engineering 
will be made rational instead of empirical during the next 50 
years. 

Physical Laws 
As useful as the fire triangle has been and still is for qualitative 

thinking about fire, it must be supplemented with the full force 
of the known physical laws if rational quantitative results are to 
be attained. 

Perhaps the most powerful physical law is the conservation of 
mass. In fire this plays an essential role in conserving not only 
total mass but every individual chemical species that must be 
quantitatively accounted for except as it may be created or de
stroyed in the reactions. 

All motion is controlled by Newton's laws, and the motions of 
gases, liquids, and solids in fires are no exceptions. The forces 
that cause the motions may be a fan, as in a ventilating system, 
although in fires the overwhelming force available is gravity. 
Natural convection moves the fire gases, gravity drains the ex
tinguishing water down through a building, hopefully to put the 
fire out on the way, and gravity causes the building to collapse 
if the fire (or sometimes only heat) moves too far into the struc
ture. 

Finally, the conservation of energy controls the energy distri
bution throughout the system. The heat transfer mechanisms 
provide the energy feedback tha t propagates the fire and de
termines the amount and distribution of extinguishing agent 
required to put it out. 

These general conservation laws must be supplemented by 
many other facts and "laws" controlling the whole system. One 
essential supplement is chemistry [ l ] . 1 Without reactions there 
is no fire. Both thermodynamic equilibrium chemistry and reac
tion rate chemistry are essential. We need not only a knowledge 
of the rapid and obvious reactions with the oxygen of the air but 
also the many very complex reactions of pyrolysis, some of which 
occur in the absence of air. Finally, the chemistry of inhibitors 
plays an important role in preventing or decreasing fire spread. 
Other important phenomena are the mutual diffusion of gases, 

1 Numbers in brackets designate References at end of paper. 

the diffusion of liquids and gases through porous solids, the radin 
tion produced by burning materials and the radiation absorber! 
by other bodies, and the variation of thermodynamic, cherrvicot 
kinetic, transport, radiative, and mechanical strength propertin 
of materials over the fire temperature range (up to perhaps 15QO 
deg C). 

When we observe that all these phenomena occur iiilimatelv 
intermixed in a complex geometry (my house is not like you 

house), an expert in any field immediately abandons fire to th 
hapless and returns to his specialty for a "reasonable" problem 
In fact, this is just what should have happened up to the present 
time, because there was not yet enough known about the indj 
vidual pieces to at tempt to assemble the puzzle. Howover no» 
is the time to take a new look, to detect and analyze the simple, 
parts of a fire, and thus to open up the future to rational ap
proaches. 

The remainder of this paper will be devoted to a glance at some 
of the pieces that have been successfully attacked and some specu-
lation about the future. 

The Equations 
I t is an interesting and not too difficult occupation to develop 

general equations for the flow of multicomponent gas mixtures 
with heat conduction, diffusion, viscous friction, and radiation ! 
interchange [2, 3]. I t is somewhat harder to be sure the equa
tions are correct if we superimpose a rain of water droplets from a 
sprinkler system. I t is still more difficult to write the general 
equation system for the movement of reacting pyrolysis products 
through a piece of partially decomposed wood. In fact, some of 
these equations have not yet been written. 

Yet to write them, to solve special cases, and to compare those 
solutions with experimental results is the only way to learn what 
is really important. A few illustrative examples will be given ia 
a later section. 

We should immediately note, however, tha t the above scientific 
approach encounters three major obstacles: 

1 turbulence 
2 immensely intricate chemistry 
3 a general paucity of knowledge of the requisite physical 

constants as functions of fire temperatures and compositions. 

The presently available limited methods for the treatment of 
turbulent flows can be applied to those encountered in firos. New 
knowledge of turbulence from any source can of course be used, 
However, we would expect the greatest success in the fire field 
to come as it has in every other field, namely, by the reeognUm 
of the key independent dimensionless variables in the presentation 
and generalization of experimental data. 

In spite of great effort, the full chemistry—equilibrium and 
kinetic—is known for only about half a dozen combustion rcae-

-Nomenclature-
A =• 

b = 
B = 

C = 

D = 
E = 

/ = 

0 = 
O = 

area, window or vertical-shaft 
cross section 

thickness of stick in crib 
heat ratio, heat of combustion plus 

ambient to surface enthalpy 
difference/heat required to pro
duce unit mass of fuel vapor 

wood species burning constant in 
open region, m = Cb~"-b 

constant-pressure specific heat 
diffusion coefficient, diameter 
chemical kinetic activation energy 
friction coefficient 
gravity constant 
theoretical Fronde number = 

V* 

h = 
II = 
k = 

L = 
m = 

V = 
P = 
Q = 
R = 
T = 

AT = 

U = 
Wt = 

Vgh (—)" 
\P ~ Pol 

crib height 
window height 
thermal conductivity of combus

tion gases 
characteristic length, flame height 
rate of burning 
pressure 
perimeter of vertical shaft 
heat of combustion 
gas constant 
temperature 
temperature difference, ambient to 

average gas 
ambient velocity 
combustion gas velocity in vertical 

shaft 
coefficient of thermal expansion of 

fire gases 

e = 

M = 
v = 

X = 

p = 
<T = 

V = 

emissivity, heat required to » 
duce unit mass of fuel vapi'i 

viscosity 
kinematic viscosity 
ratio of mass flux leaving to •»• 

flux entering a crib shaft 
density 
surface tension, Stefan-Bolta" 

constant 

fhP 
——, drag coefficient 

Subscripts 

0 = 
e = 

/ = 
t = 

ambient 
srfac su 
flame 
shaft 
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and none of these is of much practical importance. The S01116 SollltlOIlS 
tions> 

rning °f hydrocarbons, cellulose, and plastics presents enor
mia difficulties to the attainment of a full knowledge of the 

1 MViistry- In fact, it appears that the use of the complete chem
istry" 
even 

in fire design calculations would be blocked by its complexity 
if it were known. For each aspect of fire, therefore, we must 

irive to understand that pari of the chemistry that is controlling and 
i relegate the remainder to corrections or neglections. Thus, 
, ignition, the initial low-temperature reactions are important 
U 5] • F ° r n a m e s P e e d in a premixed mixture, it is necessary to 
'nclude a considerable number of reactions to get the necessary 

precision 7]. For a steady burning fire, only a few key reac
tions or none at all are important. As always, the slowest process 
. ft series system controls the overall speed. At fire tempera
tures there are many very fast routes from fuels to products, and 
often the slowest process is the mixing of the fuel and air. This 
dynamic control may be in a boundary layer or wake near the 
fuel or it may be the size of the open window that sets the burn
ing rate m a r o o m by limiting the flow of air in and fire gases out. 

The limitation set by our lack of knowledge of essential proper
ties of materials must be corrected by measuring them as needed. 
There will have to be programs in the future to measure and 
tabulate the thermodynamic, transport, radiative, and chemical 
kinetic constants needed in the fire field, just as has been done in 
other fields in the past. Some of the required information is 
already available in handbooks, but a considerable expansion in 
the fire range of variables can be anticipated. 

Modeling 

Most people, seeing this word, conjure up images of a large 
,<cimething or other next to a small laboratory-size geometrically 
similar device. From years of work in heat transfer, we know 
that this picture is correct but far too limited. A model need not 
be smaller, it need not be geometrically similar, and it must have 
suitable similarity in many more subtle ways than meet the eye. 

Modeling is in fact synonymous with dimensional analysis or 
similarity analysis, namely, the recognition of the really control
ling variables in the given system. Any test result obtained in 
any way other than during actual use requires a knowledge of 
the independent dimensionless variables if the performance dur
ing a subsequent use is to be predicted. This fact has not yet 
been adequately recognized in fire testing. 

Fire is a system more complex than has been encountered in 
teat transfer. Thus if we make a list of all the physically signifi-
runt variables we can think of, we get 15 to 25 by the time we 
have included geometry, dynamics, chemical composition, heats 
"f reactions, chemical kinetic constants, transport coefficients, 
snd radiative properties. A routine dimensional analysis of this 
list reduces it by 3 to 5 variables, which is not much help. This 
w not the way to proceed. 

To use dimensional analysis on the fire problem taxes one's 
knowledge of what is really important. The specific fire situa-
'wn must be understood in a sufficiently intimate way to be able 
,0 select the most important variables only, neglecting all others, 
wis accomplishment is made possible but not easy by the fact 
«at high precision is not required. More than the usual degree 
''judgment is required. Hence care must be taken to experi
mentally vary all the important physical variables in verifying 
* completeness of the chosen dimensionless formulation. 
_ The modeling process has only begun to be used in the fire 
*!• Table 1 lists some of the important variables. Many of 
!»ese are familiar heat transfer numbers. The new ones are 
v»ioug burning rate numbers, Co, Cm, Cn, Ce; various numbers 
,e«ted to heats of evaporation and combustion, Da2, B; and 
E*>bers related to chemical kinetics, E/RT, Dai. 

*°r fires, B is perhaps the most important new independent 
liable since it controls the effects of blowing (by fuel pyrolysis) 
'«e fuel surface on the heat and mass transfer and hence the 

%»ing rate. 

of Heat Transfer 

In this section I will present a brief look a t some of the problems 
that have been attacked by methods familiar to those who work 
in heat and mass transfer. As I have already said, only a very 
limited number of fire problems have been attacked in this 
fashion, and therefore an expert in the fire area has a semiquan
titative empirical knowledge of fire over a much greater range of 
circumstances than is covered in the following discussion. 

Flame Speed. If a premixed mixture of reactive gases is ignited, 
a flame travels through it at a nearly constant rate. I have 
to say "nearly" because the measured speed varies a little with 
the geometry and material of the apparatus and with the method 
of measurement. 

The flame is basically a chemical reaction propagated through 
the mixture by the diffusive mechanism for heat and species. As 
was first assumed by Mallard and LeChatelier [8], a flame crudely 
consists of two parts : a preheating zone and a reaction zone. 
Heat and active molecular species diffuse from the active reaction 
zone into the unignited mixture and thus control the flame speed. 
Hirshfelder et al. [6] were the first to write the full equations 
required for a quantitative calculation of flame speed from given 
chemical kinetics. For the few reactions for which the full chemi
cal kinetics are known, the predicted speed is within experimental 
uncertainty. However, recently [7] it has been shown tha t for 

Table 1 Significant dimensionless variables of fire 

Some of the new ones have not yet been generally accepted or 
standardized. 

Re = ^ 

Gr = 

Pr = 

gp*L3PAT 

Cp/j. 

Sc 
D 

Reynolds number 

Grashof number 

Prandtl number 

Schmidt number 

Lewis number 

Froude number 

Nusselt number 

Weber number 

Radiation number 

Heat ratio 

2nd Damkohler number 

Molecular weights, stoichiometric coefficients, and initial 
compositions: 

Le 

Fr 

Nu 

We 

R 

B 

Da2 

CpPD 

JL (-P-Y* 

hL 
k 

PU*L 

e<rTs 

~ CvPU 

Q + CP(T - T.) 
e 

_ JL 

Activation energy numbers 

Combustion numbers 

E_ 
RT 

Co 

Cm — —Y 
fi-U 

Cn = 

Ce 

V P ( P — PQ)QL 

m 
: ~PAVW 
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A T TEMPERATURE 

Fig. 2 . Ignition process: chemical rate curve AXBYC; ignition tempera
ture range AT 

the hydrogen-oxygen flame about 15 kinetic equations are re
quired to attain satisfactory accuracy. 

For most fuels (e.g., hydrocarbons or wood pyrolysis products 
in air) the knowledge of the chemistry is far from adequate to 
compute flame speeds. Thus while the fundamental processes 
are understood, the complexity is such tha t flame speeds will be 
measured, not computed, for many years to come. 

Plow fields with flames show many interesting and important 
instabilities [9-12]. However, these phenomena have not re
ceived extensive attention to date. 

The movement of a flame across a liquid fuel is now under 
active study [13, 14]. Interestingly enough, the flame speed in 
this case is intimately connected with the liquid-fuel motion 
induced by the variation of surface tension with temperature. 

For the flame-speed movement over solid fuels, only the merest 
beginning has been made [15, 16]. Such studies are seriously 
hampered by the lack of exact knowledge of the pyrolysis pro
cesses, which are often very complex [4, 5]. 

Ignition. The world we live in, while "unstable" relative to 
combustion reactions, requires a specific act of ignition to upset 
its metastability, Something has to be done to raise the tem
perature before vigorous burning can proceed out of control. 
The qualitative reason for this is shown in Fig. 2 [17]. The 
curved line ABC shows how the chemical reaction rate varies 
with the temperature of the fuel mixture. The "straight" lines 
(1, 2, 3) show how the heat loss to the surroundings varies with 
temperature for increasing insulation 1 —»• 2 -»- 3. 

We are normally at A on curve 1 or 2. The reaction rates are 
very low and are called "deterioration" or "corrosion" (often 
aided by bacteria). Any temporary small external heat addition 
(on curves 1 or 2) increases the heat loss above the heat pro
duced, and we promptly return to the metastable point A. If 
the external heat source raises the temperature above point B, 
the reactions produce more heat than can be lost, and a fire is 
started, point C. Point B is the ignition point. Any point be
tween X and Y can be the ignition point, depending upon the 
insulation. The temperature range corresponding to the X, Y 
range is the ignition temperature range. The material will 
possess an ignition temperature if the X, Y portion of the reac
tion rate curve is steep enough to reduce the ignition temperature 
range to a negligible width. Ignition temperatures do not really 
exist, but they may serve as adequate approximations for some 
purposes (and for all purposes in the absence of something 
better). 

This ignition theory could be made quantitatively exact for 
many simple geometries if enough were known about the quanti
tative thermal and chemical kinetic aspects of pyrolysis and initial 
(low-temperature) oxidative reactions. We are a long way from 
adequate knowledge at present. 

Forced-Convective Burning of a Flat Plate. When a flat surf ace of 
fuel burns in an air stream, we would expect a boundary layer to 
develop in the usual way. We further expect to find in that 
boundary layer several zones, as in Fig. 3. Near the surface it is 

FLAT FUEL SURFACE 

Fig. 3 Forced-convective burning in a boundary layer: A , fuel difFusto-
zone; B, combustion zone; C, oxygen diffusion zone 

Fig. 4 Forced-convective burning in a boundary layer (data of Spalding 
on spheres; theory of Spalding [18] and Emmons [19]) 

too cold for significant reactions. However, heat conducts to 
the fuel, which evaporates and flows and diffuses away from the 
surface. In the outer par t of the boundary layer, the oxygen oi 
the air diffuses inward against a diffusion of products of combus
tion. Between these two zones, the hot fuel and oxygen react fc 
maintain the high temperature and to produce products of com
bustion. Since the velocity is high in the combustion zone (of 
order of half of free stream), the fuel burns downstream of where, 
it evaporates, and thus some of the fuel burns as a flame waks,_ 

The boundary-layer equations have been written and solvwl 
[18, 19], with the result shown in Fig. 4. The data shown are for 
burning fuel spheres [18]. (Since heat transfer data for fl»t 
plates, cylinders, and spheres correlate together, we anticip&fe 
that burning data will too, and it does.) Note that the hi 
characteristic B is the independent parameter and that the empiri
cal formula :-

Co Re1/' = 1.25 log10 (B + 1) W 

gives a fair fit to the results. The factor log (B + 1) has be® 
found to be of the right order of magnitude for the effect off* 
vapor production in many fire circumstances. 

Not a word has been said about chemical kinetics. In fact, V> 
chemical kinetics were used in developing this solution. • 
essentially all important steady burning fire problems, the ''••" 
tions are fast enough to burn up all the oxygen before any re-i'1'-1 

the fuel surface. Since the combustion rate is independent • • '•'• 
(fast) chemical kinetics, we might as well assume all chen'i'' !| 
rates as infinite. 

Solutions giving similar agreement with experiment have ' • 
carried out for natural convection [20]. Correlated dat '• 
needed for much larger sizes (Reynolds numbers). The stai'ij1 

of the flame on a flat plate is closely bound up with the 1 "'' 
speed chemical kinetics and the boundary-layer leading edgr •'• 
has not yet been adequately investigated. 
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Fig. 6 The burning of a crib 

Fire Modeling. As I use the term here, I do mean "modeling" 
in the restricted sense of testing at small size. If we focus our 
attention on problems like tha t above, where chemical kinetics is 
not important, we would expect the burning rate to depend only 
on dynamic factors. Under these conditions, we would expect 

Co = /(Gr, B) (2) 

A few years ago DeRis et al. [21] noticed that 

gpW3/3AT _ g/3AT(p*Ds) 

u2 ""• H2R2T* 
(3) 

and since temperatures in a fire are nearly independent of ambient 
pressure, it should be possible to preserve constant Grashof 
number by testing a reduced size model at increased pressure, the 
model size being chosen proportional to (pressure)2/*. Tests of 
this idea on some simple models gave the excellent results of 
Fig. 5. 

How general this method will prove to be is now being explored. 
As more general fire problems are considered, radiation numbers 
«nd chemical numbers of various types will become important. 
It is too much to hope tha t all of these additional numbers will 
» le in the same way with pressure. However, it is most im
portant to learn the limitations of pressure modeling since 
Within the range of its validity it could provide a very useful re
search tool. 

Various laboratories have experimented with different size 
models at atmospheric pressure. While this cannot be done with 
fte precision of pressure modeling, various workers have found 
ftem sufficient for their special purposes. Additional careful 
Modeling work is required to establish the potential and limita-
wns of atmospheric modeling. 

The Crib. Wood sticks placed at right angles in alternate layers 
Produce an easily reproduced structure and have been favorite 
exPerimental arrangements for fire research. A fair correlation 
°f experimental data was obtained by Gross [22], who recognized 
""> burning regimes: one loose packed where the stick burned 
* a rate independent of the exact distance to its neighbors, the 
other densely packed where the burning rate was controlled by 
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the air tha t could get into the interior of the crib through the 
available holes. 

More recently, Block [23] analyzed the flow up through the 
"chimneys" in a crib and found the approximate relation 

Po)g fc'A&V. G A ~ l (4) 

for dense packed cribs. 
Since the ratio of hot gas flow to inlet air flow, X, is related to the 

heat ratio B by 

X - 1 
B 

CP(T - T.) 

(5) X " B+l 

we notice tha t equation (4) involves the dimensionless variables 

mb1/* Vp(p - p0)ghb Ph CP(T - T.) 
(6) 

None of these depends upon chemical kinetics, but several 
include chemical thermodynamic factors. What happens is tha t 
air enters at the bottom of the crib and very rapidly reacts with 
the wood and wood pyrolysis products. The hot combustion 
gases flow upward by buoyancy through the vei'tieal shafts and 
there heat and pyrolyze more wood. The resultant rich mixture 
then burns as a flame above the crib. 

This elementary analysis not only supplied the basis for Block's 
data correlation, Fig. 6 (essentially tha t found by Gross), bu t 
makes it clear why the burning rate is dependent only upon the 
vertical shafts and does not depend upon the side openings (which 
can indeed be closed without significant effect). Finally, the 
generality of the analysis has made it possible to compute the 
burning rate of a pile of pallets, Fig. 7, in agreement with the ex
perimental burning measurements made a t Factory Mutual Re
search Corp. 

Flame Heights and Fire Plumes. As last examples of what can and 
should be done to make fire safety more rational, I present Figs. 8 
and 9. In Fig. 8 is shown the correlation of a wide range of flame 
heights by Thomas [24], while Fig. 9 is a presentation of fire 
plume data taken above a line fire by Lee and Emmons [25]. 
Both of these curves are only a step toward the needed results, 
since both depend upon the rate of burning as part of the con
trolling variable. Ultimately this information must be coupled 
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with a more complete knowledge of what happens in and near 
the fire so that the burning rate itself can be predicted. 

Open Problems. Throughout the above discussion I have men
tioned various unsolved problems, mostly in the form of incom
plete correlations or needed extensions. In this section I want to 
mention a number of very practical problems that wait for their 
complete solution on a better understanding of fire in general 
and fire heat transfer in particular. 

Fire safety in building design is controlled through building 
code specifications of the flammability of building materials. Just 
what "flammability" is is not clear. For practical purposes flam
mability is defined by the specified flammability test. The state 
of our present understanding is shown by Fig. 10 in which is 
plotted the order of flammability of 24 wall covering materials as 
measured by 6 different European countries' standard flammabil
ity tests. (The U. S. did not participate in these round-robin 
tests since we have no flammability standard. The tunnel test 
developed by the Underwriters' Labs, is the most common test 
used by cities in the U. S. There is no reason to believe that 
tunnel-test results would be better than those in Fig. 10.) 

The bad scatter from what should have been a 45-deg straight 
line is graphic evidence of our ignorance. The seriousness of 
such scatter from the point of view of fire safety control is empha
sized by material 18, which is the best of all 24 in Germany and 
the worst of all 24 in Denmark. Except for the universal elimina
tion of celluloid wallboard and the universal acceptance of cement 
blocks (neither of which was included in these tests) such test 
results are little better than random. We must develop an 
understanding of fire if we are to devise flammability tests that 
assure fire safety. 

So far, no fire in anjr multistory building has caused the build
ing to collapse with occupants trapped on the upper floors, al
though rivets have failed and a floor beam has dropped [26]. 
This may sound like a mechanical strength problem, which it is 
in part, but it is even more of a heat transfer problem. If steel 
beams are adequately insulated and the reinforced concrete struc
tures adequately thermally designed, no modern steel or rein
forced concrete building will ever collapse. Although the proper 
procedures for the estimation of heat transfer in fires is a signifi
cant research problem, the cure for the fire structural problem is 
largely one of proper specification of insulation during design and 
proper installation and inspection during construction. 

I t is common sense tha t extinguishment action should begin at 
the earliest possible moment after a fire is detected. But just 
how important is it? Should there be a fire house on every 
corner? Of course not, but how many should there be? Only 
rule-of-thumb answers are known now. To do better, we need 
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information on the rate of value destruction of property by [ii,. 
and the effect on this rate of destruction by the extinguish 
forces. Fire destroys value by direct consumption, by e,xc,p--iw 
heating with partial pyrolysis, and by the distribution of s w,V 
and soot. Extinguishment will (hopefully) put out the fiiv -.ii! 
may do extensive water or other damage in the process. II i-
best system is tha t which results in the least total cost. Thu- :li-
selection of flammability of building materials, the sprinkler r,, 
other fire protection of buildings, the best detection device, i|« 
control of street lights from the fire apparatus, the number .•niii 
location of fire houses and the extent of their equipment &.•• -t\. 
dependent upon the balance between the rate of value dosliu-
tion, the delay times inherent in fire detection and extinguishment 
response, and the equipment cost. 

The extinguishment process itself has never been scientifically 
studied. Water will put a fire out, yes, but why and how? Does 
water merely cool it? If so, how far below the surface? Does the 
steam produced effectively decrease the availability of oxygen? 
Water is a very reactive substance. Does it act as an inhibitor 
by direct chemical intervention in the pyrolysis and combustion 
reactions or does i t sometimes help to spread the fire through the 
production of hydrogen and carbon monoxide in a water-gas 
reaction? These questions not only have not been answered, 
they have not even been seriously asked before. I t is time to get 
some answers. 

Although radiation is obviously present in fires and was men
tioned while discussing basic phenomena and the basic equations, 
I have not mentioned it in any of the solutions. This is because 
the work to date has produced essentially zero useful results. 
There has been considerable work on spectral output in flames 
and other special fires. Radiation thus serves as an important 
research tool. For fire purposes, the energy transfer by radiation 
is needed, but as yet the information is much too limited to even 
answer the question of when (if ever) radiation is an essentia 
mechanism. Qualitative observations and common sense give 
radiation an important place in fire. We need quantitative 
results to make calculations possible. 

The fire problem is in many ways a new and easy problem 
from an academic point of view. You don't need a billion-dollar 
accelerator nor spaceship. You don't need a million-dollar WUM 
tunnel or even a thousand-dollar double-pipe heat exchanger, is 
date, there is no correct basic solution to the problem of the snap? 
of a Bunsen-burner flame, to say nothing of all the intrigUM 
special cases [11]. And even simpler, no one as yet quanti*** 
tively understands the burning of a match. 

To be sure, some of these simple-to-state problems are er 
tremely difficult, but the field of fire research is so new that man! 
of the easy problems are still waiting around for the ingenious »* 
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•imenter an<J analyst to find them. Also, many of the easy 
roblems will appear academic. However, it is through the 

nlplete elucidation of the easy special cases that mankind 

ventually is able to see through the complexity of our highly 
interconnected world. 

Conclusion 
I hope this brief review of the important and challenging field 

t heat transfer in fire will inspire those of a practical bent and 
those with scientific inclinations, the experimenters and the 
analysts, to take another look at the problems posed by the un
wanted fire in our environment and decide to spend at least a 
sniaH portion of their lives making their contribution to this 
universal problem which costs the U. S. 1 percent of our gross 
national product and takes a life every 40 minutes. 
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Hydrodynamic Prediction of Peak Pool-boiling 
leat Fluxes from Finite Bodies1 

Since Zuber made a hydrodynamic prediction of the peak pool-boiling heat flux o: 
infinite flat plate, his general concept has been used to predict the peak heat flux in 
finite heater configurations. These latter predictions have differed from Zuber's it 
introduction of a largely empirical variable—the thickness of the vapor escape path 
around the body. The present study shows how measurements of this thickness can 
be combined with the hypothesis that the vapor velocity within the vapor blanket must 
match the vapor velocity in the escaping jet above the heater. The result is a more exact 
description of the hydrodynamics of vapor removal. This idea is used to suggest the 
possibility of a universal value for the ratio of the cross-sectional area of escaping jets 
to the heater area for large finite heaters and for long slender heaters. A set of general 
ground rules is developed for predicting the peak heat fluxes on both large and small 
heaters. These rules are used in turn to predict the peak heat flux from horizontal 
ribbons. They are also used to correct the traditional prediction for infinite-ftat-plate 
heaters. The predictions are supported with new data. 

I 
Introduction 

I HE HYDRODYNAMIC theory of Zuber and Tribus 
[1,2]* showed rationally, in 1958, why the older correlative 
equation of Kutateladze [3] was the correct expression for the 
peak pool-boiling heat flux gmox on an infinite horizontal flat 
plate. In the early 1960s Kutateladze and his co-workers began 
[4] a research effort aimed at correlating gmax on horizontal 
cylinders. In 1964 and 1965 respectively they [5] and Lienhard 
and Watanabe [6] showed that gmnx data for cylinders (and other 
geometries) could be correlated with an expression of the form 

(/max 

QmaxF 
' f(L') (1) 

where <jwXi, is the "traditional" or accepted form of Zuber's ex
pression for gmax on horizontal flat-plate heaters3 

?maxF== — Ps1/2hfa[0-g(pf - p 0 ) ] 1 / 4 (2) 

1 This work was performed with the support of NASA grant 
NGR-18-001-035 under the cognizance of the Lewis Research Center. 

2 Numbers in brackets designate References at end of paper. 
3 Symbols not explained in the text are ones in common use; they 

are denned in the Nomenclature. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 26-30, 1972, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received by the Heat Transfer Division November 12, 1971. Paper 
No. 72-WA/HT-10. 
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and L' is a nondimensionalization of the characteristic length L 
of the heater 

L' = LVg(p, - p„)/cr (3) 

The restrictions on equation (1) are discussed fully in [7]. 
Briefly: the pressure must be enough less than the critical pressure 
that pg/pf « 1; the body must be shaped so that fluid motion 
induced by the rising bubbles draws liquid around (rather than 
into) the bubble escape path; and the surface must be clean. 

During the past four years this laboratory has been involved 
in formulating hydrodynamic predictions of gmax on a variety of 
finite heaters. In 1970 a hydrodynamic theory for gmax on hori
zontal cylinders was derived by Sun [8]. Ded [9] subsequently 
provided a prediction of gmax on spheres. Both [8] and [9] re
quired the evaluation of a "vapor-blanket thickness" 6\ Thi4 

S was the thickness of the vapor escape passage around the bouy> 
and it generally appeared that experimental data had to be used 
in its evaluation. 

In the present study we shall show how the previous models can 
be treated using less empirical information than before. We shall 
infer from these models some general features of any hydro-
dynamic prediction and so eliminate the need for observed valu* 
of 5. Finally we shall use these ideas in the prediction of (fa51 

expressions for some new configurations and verify these ex
pressions with new data. 

Previous Theoretical Models 
Zuber's original formulation began quite simply with the | 

proposition that the maximum or limiting vapor volume flux)S 
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Qtmnx/Pah/g = UH 4i (4) 

:„ which Aj is the combined area of vapor jets leaving a heater 
surface of area Ah. UH is the critical vapor velocity within the 
rets which will cause them to become Helmholtz unstable, 
gquation (4) is the starting point for everything we shall do 
here. Each prediction brings with it two component problems 
ffhich must be solved: A vapor jet configuration must be 
assumed in order to specify Aj/Ah, and the critical velocity must 
he obtained. The latter can be shown (see, e.g., [10] page 462 
o r [11]) to be 

UB = •V/27ro-/p0Xff (5) 

where X» is the wavelength of the disturbance that gives rise to 
the instability in the vapor-liquid interface of the jet. Substi
tuting equation (5) in equation (4) and introducing equation (2) 

ffe obtain 

< ^ = ^ J Z Z J § L Z Z 4 (6) 
Qmw 7T l\HVg(p/ - pa)/(J Ah 

Infinite Horizontal Flat Plate. Zuber's original derivation of gmoxP 

involved a number of assumptions which we shall want to modify 
here. Hence we shall speak of (gwx)hat plate, which may or may 
not equal gmMF. Nevertheless there is now considerable historical 
precedent for using qmm. as denned by equation (2) in the func
tional equation (1). Accordingly we shall adopt the view tha t 
jmaxy is a characteristic heat flux which approximates (gmax)nat plate. 

Zuber reasoned that (in the absence of any geometrical features 
of the heater) the jets of escaping vapor would form on the nodes 
of the square two-dimensional grid of collapsing Taylor-unstable 
waves as illustrated at the top of Fig. 1. At the time he could 
provide no basis for selecting either the minimum unstable 
Taylor wavelength11 

\c = 2irV*/g(pf - p„) (7) 

or the most susceptible, or "most dangerous," wavelength4 

X, = 2TT V 3 Va/g(Pf - pQ) = V% Xc (8) 

Subsequent work with film boiling on cylinders [13, 14] has 
shown quite conclusively tha t the rapidly moving waves which 
occur in boiling and which tend to collapse are of the most sus
ceptible wavelength. 

The radius R, of the escaping jet was assumed to be a given 
fraction a of the wavelength X. Thus 

Aj 

Ah 

TTRJ* 

X2 0) 

Zuber guessed that a should be 1/4 so his Aj/Ah was ir/16. The 
wavelength of disturbances in the jet was taken to be equal to 

4 These expressions were derived by Bellman and Pennington [12]. 

Zuber-Tribus infinite flat plate 
model 

Rj = a X d * X d / 4 

R + S 

Riobon with one 
side insulated 

Fig. 1 Vapor-removal configurations near the peak heat flux on a 
variety of heaters 

the length of the Rayleigh unstable wave. This choice was rea
sonable since this sort of disturbance will occur naturally in any 
gas jet moving through a liquid. The wavelength \H of Ray
leigh waves is equal to the circumference of the jet in which they 
occur, [10] page 473, 2TTRJ or 27raX. Using this result and 
equation (9) in equation (6) gives 

24a3/2 1 
(10) 

?maxF|flat plate V 2 7 r 1 0 r V ^ 

Using a = 1/i, Zuber obtained for the flat plate 

<?max]flat plate = 1.196 gmaxj? Or 0.909 gm0XF 

depending upon whether the correct X was Xc or Xd. He com
promised and took equation (2) as a good mean value. 

Horizontal Cylinder. The peak heat flux on any finite body will 
be determined by the configuration of jets above the body since 
all of the vapor generated below will eventually find its way 
around the body and up into this jet system. This process is 
shown schematically for several finite heaters in Fig. 1. The 
peak heat flux is reached on the body as a whole when these over-

-Nomenclature-

Ah = area of heater 
Aj — cross-sectional area of vapor jets 

escaping from Ah 
a = Rj/\d for flat-plate heater 
) = any function of ( ) 

actual gravity (or body) force 
acting on heater 

= earth-normal gravity 
latent heat of vaporization 
vertical dimension of horizontal 

ribbon 
characteristic dimension ( = H 

or R in certain present applica
tions) 

length of perimeter of cross sec-

<7 = 

// = 

L = 

tion of long slender heater 
<Zmax = peak nucleate pool-boiling heat 

flux 
Smaxp = characteristic heat flux defined 

by equation (2), equal to 
Zuber's prediction for infinite 
horizontal flat plates 

R = radius of cylindrical or spherical 
heater 

Rj = radius of escaping vapor jet 
UH = vapor velocity in jet, for which 

jet becomes Helmholtz un
stable 

5 = vapor-blanket thickness 
A = sVgffif - ps)/a 

X = any wavelength in vapor-liquid 
interface 

Xc =• minimum Taylor unstable wave
length, equation (7) 

Xrf = most rapidly collapsing Taylor 
wavelength, \/SXc 

\H = Helmholtz unstable wavelength 
P/i Pa — saturated liquid and vapor densi

ties 
a = surface tension between liquid 

and its vapor 

Superscript 

' denotes a length multiplied by 

^d(Pf - Po)/v 
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Fig. 2 Vapor-blanket thickness measured on spheres and cylinders 

head jets become unstable. Both the configuration and the size 
of these jets will be determined by the size and shape of the body. 

In the specific case of horizontal cylinders—at least on the 
larger ones—photographic evidence [8] indicates that the jets 
adjust approximately to the width of the cylinder (plus the 
thickness of the vapor blankets, 25) as shown in Fig. 1. If the 
wire is small the jets will be small and the spacing can reason
ably be assumed equal to Ad. As the wire increases in size the 
spacing must eventually spread to beyond Xrf to accommodate 
jets which now exceed A<z/2 in diameter. Sun showed that the 
spacing was about two jet diameters or about 4(fl + 8) in this 
case. Thus 

4l 
Ah' 

(R + sy 
2R\d small 

cyla. 
large 
cyla. 

( i i ) 

Of course equations (11) are true only insofar as Rj ^ R + 5. 
Furthermore, the wavelength Xd is the dominant disturbance 

in the interface between the jets on large wires and it is picked 
up by the jets. The Rayleigh disturbance 2irRj is longer than 
A<; and would normally become Helmholtz unstable at lower 
vapor velocities UH- However, photographic evidence con
firmed that vapor jets on large wires were much too short to have 
collapsed by virtue of the Rayleigh disturbance. This means 
that the shorter waves of length Â  are already well developed 
at the outset, while the Rayleigh waves require some distance 
to develop. Accordingly, Sun used XH ~ 2irRj ^ 2ir(R + 8) 
for the small cylinders and XH = Ad for the large ones. Using 
these AH'S and equation (11) in equation (6), and using R' to de
note L' based on L = R, gives 

5 max 

<7maXF 

6 ( « ' + A)3/< 

7r 2 V§ R' 
and 

33A R> + A 

small 
cyla. 

R' large 
cyla. 

(12) 

where A ~ SV g(p/ — pa)/<r, a dimensionless blanket thickness. 
The transition between small and large cylinders occurs some
where in the neighborhood of \d = 4(2? + 8) or R' ~ 2.5, de
pending on the magnitude of 5. 

The parameter R', which has been variously named the "La
place number," the "Rayleigh number," and the square root of 
the "Bond number," characterizes the ratio of buoyant forces to 
capillary forces in a system. As R' becomes very large the sys
tem should approach a state in which it is no longer subject to 
capillary forces. In this state we would expect to see no further 
influence of R' upon </max/<7maxF, in much the same way as the 
Reynolds number ceases to exert an influence on the drag coeffi
cient when it becomes sufficiently large. This is what was found 
to be the case in [8], As R' became large, Sun measured 8 c^ 

ni&V . 
0.233 R, so equation (11) gave Aj/Ai, ~ 0.155, and qmn/q 
approached a constant value of 0.894. 

For small cylinders Sun approximated the measured v a W 
of 5 with a fairly complicated equation in the form A = A(2?'\ 
Substitution of this expression in equation (12) gave 

</maxf sma l l 
loyls. [8] 

0.89 + 2.27 exp ( - 3 . 4 4 y/W) (13) 

which fit approximately 900 data from a large variety of sources 
Sphere. Photographic observation of boiling on spheres tni 

shows a difference between large and small R' behavior juS(, „„ 
it did for cylinders. For small spheres a single jet of radiu-
Rj ~ R + 8 rises as shown in Fig. 1. But when the diameter 
2R reaches roughly \a or R' c^ 5.5, the vapor begins to escape 
alternately around opposing sides of the sphere in a 4-jet pattern 
as shown in Fig. 1. Once again visual evidence supports the 
assumption tha t AH = 2irRj for small spheres and AH = \d for 
large ones. Thus 

Q'max 

f?maxp small 
spheres 

24 

TT-V/S? 

Ai 

Ah 

Q'max 

<?maxp 

24 A, 

large 7TV3 Ah 
(H) 

spheres 

where R/ = Rjvg(p/ — pa)/<r. 
At this point Ded [9] used a notion from this paper to evaluate 

the unknown area ratio which involves 8. This method is essen
tial to the subsequent developments in this study and we shall 
take it up next. 

Evaluations of A}/Ah in the qm„/qma*p Formulae 
As a first step to determining A,/Ah we shall offer a hypothesis 

that the speed of the vapor passing through the blanket equals 
that in the escaping jet. For the speeds to differ would require 
the existence of both pressure differences within the vapor escape 
path and significant dissipative mixing processes in the jel. We 
do not believe it is reasonable to look for either, and therefore 
assume that 8 simply adjusts to give equal velocities in bolh 
passages. 

For the large cylinder, this assumption combined with a simple 
continuity statement (velocity times cross-sectional area is con
stant) gives 

2[4(fl + 8)8} = %Aj 

and for any sphere it gives 

2TT(R + 8/2)5 = \Aj 

(1-5) 

(16) 

For the small cylinder such a balance is not feasible since the 
vapor must flow horizontally in a long annulus subject to pressure 
drops. But for the small sphere equation (16) will still be true. 
From this point two paths can be followed. 

The pa th followed in [8] was to assume a jet configuration in 
terms of 5 and then to complete the derivation using observed 
values of 5; [8] and [9] give the needed measurements of S for 
both cylinders and spheres as scaled from photographs. These 
data and two additional points scaled from photographs in 
other papers [15, 16, 17] are combined in Fig. 2. Approximate 
lines have been fitted through the data in both the large and 
small R' ranges. The results are 

A B M „ cylinders = (V3.72/R' - l)R' 

AlarE0 cylinders = 0.244 R' 

Ismail spheres = 0.20 R' 

(17? 

(19) 

8 Sun used a more complex fit to the data, one which fit well l" 
the mid-range but was very nearly equal to equation (17) for Jl' 5= *• 
We are presently more interested in low--B' behavior than in trans'" 
tional behavior at higher R'. 

6 This result is a little higher than Sun's and represents a slightlj 
better fit. 
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Numbers in experimental points denote number 
of data that each one represents. 
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Fig. 3 <7max on broad flat-plate heaters with vertical side walls 

Thus for spheres (Ah — 4:irR2) equations (26) and (23) give 

1.734 <?max 

5maxif small 
spheres 

(28) 

For small cylinders Aj/Ah is approximately {R + S)2/2J?Xd. 
Thus under the substitution of equation (17) we obtain 

6i 
Ah 

= 0.171 
small 
oyls. 

(29) 

Substituting equation (29) and P' = 2wR' in equation (27) then 
gives 

9max 

small 
oyls. 

0.94 
(30) 

tAlarge spheres = 0.134 R' (20) 

Using these equations in equations (15) and (16) leads to 

= 0.155 
large 
cyls. 

4> 

Ah 

Ah 

= 0.143 
large 
spheres 

= 0.220 
small 
spheres 

(21) 

(22) 

(23) 

Ded put equation (22) in equation (14) and obtained 

Q max 

Qmaxp 
0.84 

large 
spheres 

which differs by 7 percent from the large R' limit of equation 
(13) for cylinders. 

The other approach is to combine the description of the 
assumed configuration of the jets with equations (15) and (16), 
solve the result for 8, and then obtain qmzK/qm„ from equation 
(12). This is reasonably safe to do in the case of large cylinders 
since the physical model (Rj = R + 5) is consistent with Sun's 
photographs. The result is S = 0.244 R, which corresponds pre
cisely with the experimental value given in equation (18) and 
which leads to 

5max 

<7maXF 
= 0.904 

large 
cyls. 

(25) 

This is negligibly higher than Sun's result of 0.894, and it is a 
completely theoretical expression. While this result is accurate, 
the minor errors in the assumed characteristics of the vapor-
escape configuration accumulate more than we would like in 
other cases. Such errors are particularly troublesome for the 
small heater configurations. 

For small heaters we shall therefore revert to the first approach, 
w general AH should be replaced by 2TTRJ in equation (6), where 
Ri = VcZ^/xXAj-Mt) . Thus 

Q max 

Qmaxf small 
heaters 

ir ™Ah g(pf - p„) \AhJ 
(26) 

" the heater is long and slender, Ah is equal to the product of 
the cross-sectional perimeter P times A<i (cf. Fig. 1) and equation 
«6) becomes 

' t a x , . 

24 

Jong slender 
heaters 

IcfffijfP yp' \Ah) ~ </v \AJ 
(27) 

for Flat Plates 
A number of suggestions as to how one might improve Zuber's 

prediction of qmaK for the flat plate have arisen in the preceding 
section. For one thing, Sun's large-cylinder model, based on 
the presumption that the jet spacing cannot be less than 422/, 
was highly successful. Furthermore his corresponding assump
tion tha t \H = \d in this case was also justified by the success of 
the result. We shall adapt these ideas to the flat plate by 
agreeing with Zuber tha t Rj equals 1/i of the jet spacing without 
saying precisely what tha t spacing is.7 Then we shall use A<j for 
AH. Then equation (9) gives 

Ah flat 
plate 

TV 

IE 

(24) a n (^ equation (6) gives 

Qmax 

Qfmaxp 

24 

flat 
plate 

4. 27T IT 

T l f 2 x v
/ 3 16 

= 1.14 

(31) 

(32) 

Of course an important point relative to Zuber's equation is 
that it was never systematically tested against data obtained in 
the configuration for which it was intended. To approximate 
an infinite flat plate experimentally one must first employ a very 
clean finite plate, much larger in size than A<f. Then he must 
employ vertical side walls to prevent a horizontal inflow of liquid, 
since this has been shown [18, 19] to seriously influence gmax. 

The data tha t we have located which meet these criteria are 
few. The vast majority of available flat-plate data were ob
tained with strip or disk heaters in open pools, and are hence 
unusable. The classical data of Cichelli and Bonilla [20] are for 
the correct configuration—a 33/4-in-dia disk heater which formed 
the bottom of a cylindrical container for the boiled liquid. A 
great many of their data must be eliminated because they were ob
tained on "d i r ty" heaters. Most of the remainder are for nominal 
fluids of extremely low purity—actually mixtures for which prop
erties are not known and correlations cannot be applied. Only 
a few of their data for ethanol remain for use. Berenson pre
sented similar data for CCI4 and n-pentane on 2-in-dia heaters 
that were subject to very close control of surface condition. 

Costello et al. [18] also presented data, for a 2rin-wide plate 
heater in water with side walls, bu t their data raise more ques
tions than they resolve. Their gmax for " tap water" is close to 
gmaxy, but their result for distilled water in a very clean system 
is lower by a factor of 0.4. No satisfactory explanation is given 
for this startling result. 

Figure 3 gives these data. I t also includes additional pre
liminary flat-plate data which we shall present informally at this 

7 It was shown in [14] that while \d is favored, it is favored only 
very slightly over a broad span of neighboring Taylor wavelengths. 
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time. They were obtained on a clean smooth copper plate 2.5 in. 
in diameter as part of another study which has not yet been 
completed. The existing data are limited in number and scope, 
and more are needed for other liquids and larger values of L'. 
However, equation (32) has been included in the figure and it 
agrees, about as well as any line could, with the existing data. 

The fact that our distilled-water data for L/\d — 2 are low 
(as was Costello's point) suggests that this might represent a 
peculiarity of the vapor-jet configuration. I t is possible that 
only one jet can be accommodated on the heater when L/\d = 
2, while one just slightly larger will accommodate three jets. As 
L/\d increases this kind of fluctuation will decrease rapidly. 

Some General Inferences Concerning 
Hydrodynamic Predictions of q m a x 

At this point it is advantageous to summarize our major 
findings: 

§maxp 

equation (26), 

=
 2i Jk ° (^i\u 

IT lAh g(Pf - p„) \Ah) 
for small heaters, 

5max 

Qmaxp 

24 Aj 

r ^ i * 
for large heaters (33) 

\H = 2irRj for small heaters. 
Xj? = \d for large heaters including the flat plate. 
For small bluff bodies Ah ~ L1 and equation (26) gives 

</max 

^max^ 

constant 
(34) 

where the constant must be determined experimentally because 
AjlAh is only known in one configuration (small spheres). 

6 Except for the case of small spheres and infinite flat plates, 
Ajl Ah seems to be a constant, very nearly independent of con
figuration. For the known cases (within about 10 percent) 

Ah 
: 0.155 

7 Therefore, from equation (14), 

Qmax 

^maxf 
~ 0 . 9 

large 
heaters 

8 For the infinite flat plate 

(/max 
= 1.14 

flat 
plate 

9 From equations (27) and (35) 

long slender 
heaters 

1.4 

(35) 

(36) 

(37) 

(38) 

Equation (30) is very close to being a special case of equation 
(38), since QM/^W = 1.48/->/F when 2irR = P. The 6 
percent difference between 1.48 and 1.40 is within the scatter 
of the experimental data. 

10 The transition between large and small heater behavior 
occurs about where the breadth of the heater is on the order of 
\d, typically where R' is on the order of 5. Past experience 
[8, 9] indicates that the appropriate forms of equations (26) and 
(33) can simply be extrapolated to their point of intersection to 
obtain a continuous prediction. 

Of the preceding items, numbers 5, 6, 7, 8, and 10 have been 
thoroughly validated with data, [8, 9] and the present study, ex
cept insofar as item 7 might require further experimental veri
fication and item 5 has only been verified in one configuration. 
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1 <•: ' 

I tem 9 is a fairly solid conjecture that should be verified. ] | t . . , 
1-4 and the generalization in 5 have been verified e3.p1...' 
mentally only in the sense that their overall consistency •,.,ili 
data and their self-consistency have been carefully checker 

Illustrative Application: Prediction of q m a x on Horizontal 
Vertically Oriented Ribbons and Experimental Verification 

Consider next the case of a thin horizontal ribbon hi", 
with the broad side oriented vertically, as shown at the boi ••.•. 
of Fig. 1. We shall also give brief attention to such a ril.i 
with one side insulated. Items 2, 6, and 7 apply to eithii 
these cases as long as H is large. 

When H is small equation (38) should apply to either insu'niwi 
or uninsulated ribbons as long as the right P' is used. 

Table 1 includes original data for vertically oriented ril.i,.,. 
heaters in four liquids: acetone, benzene, methanol, and is'i]>lf.. 
panol. The ribbons were all of nichrome, 0.009 in. thiols -ini\ 
about 4 in. in length, and they varied in height H from 0.041 j„ 
to 0.188 in. They were operated as electrical-resistance he'ii.nr. 
and were connected to the heavy power supply elect".','],., 
through brass-ribbon attachments which served to prevent -\ .i|,.. 
hangup by providing a smooth transition section. The ];.irr(. 
of H' (s= H V g ( p j — p„)/cr) was greatly increased by obse-vi»? 

OWx in the University of Kentucky Gravity Boiling Centriing, 
Facility, at both elevated gravity and earth-normal gravil', .; 

Complete details of the experimental method and appa i.n, 
can be obtained from [8, 22], since exactly the same equipnnW 

and procedure were employed. The probable experimental 11.,, 
in 5fm!lx was about ± 4 percent, although intrinsic variability of .|,<. 
data was ^ ± 1 5 percent which is typical for such results. AH 
ribbons had a smooth cold-rolled finish (as delivered). Bifi.r,. 
each test the ribbons were carefully washed in soap and hot w.'j',. 
and then rinsed in the test fluid. 

We can be sure that, even on these small ribbons, ?mox did :nr 
occur prematurely by virtue of low-thermal-capacity elicfi-
such as Houchin [23] observed, since he was only able to obi-riu 
the phenomenon in water. Even though he used much thi •ini-i 
ribbons than we, he never witnessed the early burnout in orpiimi 
liquids. 

These data are presented in dimensionless form in Fig. •( 

Table 1 Peak heat flux on vertically oriented horizontal ribbon 

fluid 

Acetone 

Benzene 

Methanol 

Isopropanol 

H (in.) 

0.041 

0.051 

0.060 

O.1395 

0.188 

0. 144 

f 
-0.041 

0.055 

0.0855 

0.144 

0.055 
0,059 

0.1395 

0. 188 

0. 144 

0.1395 

0. 188 

0. 144 

* 

9/9e 

4.01 

a. 30 

17.84 

32.32 
49.49 

• 1 

1 

1 

4.01 

7.98 

18.32 

31 .68 

49.49 

1 

1 

1 

1 

4.01 

7.98 

18.32 

32.32 

1 

1 

4.11 

8.3 

18.56 

32.32 

q -Btu 

142,000 + 5000 

156,000 + 6000 

1 18,000 + 3000 

107,000 + 3000 

98,000 + 3000 

141 ,000 -r- iOOO 

165,000 + 2000 

226,000 + 1000 

263,000 -}• 4000 

305,000 -I- 3000 

126,000 •:- 2000 

113,000 + 4000 

96,000 + 3000 

155,000 -1- 2000 

165,500 + 2500 

203,000 -f- 3000 

237,000 + 2000 

272,000 -f 6000 

201 ,000 -f- 4000 

161 ,000 -h 3000 

140,000 -f 4000 

124,000 + 4000 

132,000 + 6000 

221 ,500 -r 1500 

282,000 ~r 3000 
314,000 r 3000 

101,000 + 3000 

£9,000 -f- 4000 

153,000 -t- 5000 

130,000 + 7000 

210,000 1- 2000 

255,000 -r 6000 

H' 

0,65 

0.80 

1,27 

2.207 

2.98 

4.56 

6,58 

9,62 

12.95 

15,03 

O.G05 

0.85 

c 

1. 

1 

• 

1 .32 i 

2.65 

3.70 

5.60 

9.25 

0.88 

1.59 

2.25 

3.03 

4.63 

6.54 

9.91 
13.16 

2.34 

3. 16 

4. SO 

6.96 

10.40 

13.74 
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of pressure [24] 
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0.4 10 20 I 2 4 
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Fig. 4 c|i,,ax on horizontal ribbon heaters oriented vertically 

! Following the prescription in the preceding section we represent 
i (he data for large L' using equation (36) 

3max 

2maxj? 
= o.< 

large 
horiz. ribbons 
vert, orient. 

(36) 

And for the range of small H' we use equation (38) with P' = 
;>//'. The result is 

1.18 
(39) 

small 
horiz. ribbons 
vert, orient. 

</w 

The correlation is well within the typical scatter for such data. 
The division between large and small heaters occurs at H' ~ 2.7 
in this case. 

The peak heat flux was also measured on two 0.009-in-thick 
horizontal nichrome ribbons, vertically oriented but with one 
side heavily insulated with Sauereisen cement. A 0.099-in. 
ribbon was observed in methanol and a 0.188-in. ribbon was ob
served in acetone. The results were 

at 

at 

H> = 1.59 

H' 

1.19 < - ^ < 1.30 
QmaxF 

1.03 < ^ < L 0 7 
5maXF 

respectively. These data are plotted in Fig. 5 along with some 
high-gravity data given by Adams [25] for higher values of H' 
in the same geometry. 

In this case Adams' data fit the limiting value 

Qmax 
= 0.90 

large 
horiz. ribbon 
vert, orient. 
1 side insul. 

al'»o.sfc perfectly. For small heaters P' = H' and 

small 
horiz. ribbon 
vert, orient. 
1 side insul. 

1.4 
(40) 

.jtotli equations (36) and (40) correspond with Aj/Ak = 0.155. 

. ]c transition from large to small H' occurs at 6 when the ribbon 
ls "isolated and at 2.6 when it is not. 

Conclusions 
ihe method of hydrodynamic prediction of the peak heat 

* on finite heaters is discussed in detail and certain general 
'-'elines are set up for making such predictions. The assump-

0.6 

1—I I I I I I | 

Present data 
Q Methanol 

A Acetone 

^ Water at high gravity [25] 

0.6 

#uii|t|' ifa © " A - ® m 

j _ 

-0.9 

20 30 

H'= H«/q(p-p )/o-

Fig. S <jmax on horizontal ribbon heaters oriented vertically with one side 
insulated 

0.4 -
0.3 L_ 

1 1—I I I I I 

Sun s [8] eqn. (I 3 ) for cyls. 
validated by 900 data 

-eqn. (30) eqn. ( 2 5 ) ^ / , , , , I 
• T > ^ e q n . (36) 

900 data 20 data 
I I 

L' = L -/g (/>,-/>g)/(r 

Fig. 6 Collected predictions of qmaK for four finite heater configurations 

tion that the vapor velocities in the vapor blanket and in the jets 
must match greatly streamlines prior descriptions and simplifies 
these guidelines. The guidelines are spelled out in the section 
"Some General Inferences Concerning Hydrodynamic Predic
tions of gmax." 

2 The peak heat flux on an infinite flat plate is 1.14 qmm,, bu t 
there is a need for more data in verification of this result. 

3 The peak heat fluxes for large and small horizontal ribbons 
vertically oriented, with and without insulation on one side, are 
given by equations (36), (39), and (40). 

4 The existing hydrodynamic gmax predictions for finite 
bodies are summarized in Fig. 6. The figure includes an indica
tion of the number of data by which each has been verified. This 
number exceeds the number of points actually shown in Figs. 4 
and 5, since more than one observation has been lumped in some 
of the points. The curves have all been terminated at L' = 
0.1 on the left side, since hydrodynamic predictions are known to 
deteriorate for L' < 0.1, see [8, 26]. 
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Incipient-boiling Superheats for Solium in 
Turbulent Channel Flow: Effect of 
Rate of Temperature lise2 

Using sodium, an experimental study was carried out to determine the effect of rate of 
temperature rise on the incipient-boiling superheat for fully developed, forced turbulent 
flow. Three different methods of achieving boiling inception were used. The magni
tude of the incipient-boiling superheat was found to be quite reproducible and inde
pendent of the experimental method as long as the rate of temperature rise (temperature 
ramp) was kept constant and kept the same. Moreover, the value of the superheat was 
found to have a strong dependency on the temperature ramp—the greater the ramp, the 
larger the superheat. The failure to carefully measure and control temperature ramp 
is apparently one reason why incipient-boiUng-superheat data generally show so much 
scatter, and those from different laboratories so much disagreement. 

Introduction 

IN THE PAST five years, an increasing number of 
research papers have appeared in the heat-transfer literature on 
the subject of incipient-boiling (IB) superheats in liquid alkali 
metals. This has been mainly a consequence of the develop
ment of the sodium-cooled fast-breeder reactor as an energy 
source for central-station electrical power plants. In such re
actor systems it is important from the standpoint of reactor 
safety considerations to be able to predict the probable magnitude 
of incipient-boiling superheats in the event of some malfunction 
of the system tha t would produce a sudden large increase in core 
temperature. 

In forced-convection boiling, wall superheats up to «120 deg 
P have been reported for potassium [ l ] , 3 and up to ~160 [2], 
"170 [3], «225 [4], and >300 deg P [5] for sodium. The actual 
Magnitude of the superheat depends on a large number of in
dependent variables. One such variable tha t has not yet been 
systematically studied, as far as the present authors could deter
mine, is the rate of temperature rise of the heating surface. We 
shall henceforth also refer to this variable as the temperature 
farnp. The failure to take it into consideration is apparently 
°ne reason why incipient-boiling-superheat (IBS) data generally 
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show so much scatter, and those from different laboratories so 
much disagreement. 

In carrying out forced-convection IB experiments, one of sev
eral methods of achieving inception (at a given static pressure) 
may be employed, such as: (a) holding inlet temperature and 
flow rate constant and gradually increasing the heat flux; (b) 
holding inlet temperature and flow rate constant and increasing 
the heat flux in steps; (c) holding inlet temperature and flow rate 
constant and imposing a single one-step increase in power to the 
heater; (d) holding heat flux and flow rate constant and gradually 
increasing the inlet temperature; (e) holding heat flux and flow 
rate constant and increasing the inlet temperature in steps; (/) 
holding heat flux and inlet temperature constant and gradually 
decreasing flow rate; (g) holding heat flux and inlet temperature 
constant and decreasing the flow rate in steps. From the differ
ent methods of effecting an IB event, it is obvious that the tem
perature ramp can vary over a wide range. 

In forced-convection liquid-metal IB studies reported thus 
far, method (c) of conducting the experiments has been the most 
popular—partly because it is relatively simple to execute and 
partly because it simulates a sudden burst of reactivity in a nu
clear-reactor fuel element. Results of experiments of this type 
have been published by Pinchera and co-workers [2], Peppier 
and Schultheiss [5], and Schleisiek [4]. Logan et al. [3] carried 
out experiments by method (a), but the rates of increase of the 
heat flux were so great that their temperature ramps were, for 
all practical purposes, very close to what they would have been 
for method (c). Chen [6] employed method (&), and Logan et 
al. [3] employed method (/) also, but the rates of decrease of the 
flow rate were so great that , again, the temperature ramps were 
very high. Thus with the exception of Chen's experiments, 
those of the other investigators listed above were carried out in 
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there were no thermocouples in the smooth stainless-steel heato 
cladding wall. Further experimental details of tha t study, aW 
with those of the present study, are summarized in Table 1. 

Before examining Fig. 1, let us look at the heat-balance eqno * 
tion i 

tb tsat — \tb tin) {teat t in) 

where, for flow in an annulus, 

2qnL Q 
lb t in — 

vpCirJ - n 2 ) irepCpfa2 - n 2 ) 

Combining equations (1) and (2) gives 

2qnL Q 

(1)1 

(2) 

h vpCp{ri? — n2) irvpCp(r n2) 
- (feat - tin) (3) j 

Fig. 1 Incipient-boiling-superheat results for turbulent f low of sodium 
in an annular channel; the IB experiments were run by fixing the inlet 
temperature to the test section and rapidly increasing the power on the 
test heater over a period of considerably less than a minute; the data 
points fall along the heat-balance lines for the four different inlet tem
peratures used (from Logan et a l . [3]) 

such a manner tha t the average temperature ramps were rela
tively high. 

In experiments conducted by method (c), even when the aver
age temperature ramp is high, the actual instantaneous ramp at 
which IB occurs is usually very low, because IB generally occurs 
at (or near) the end of the temperature transient. 

In forced-convection-boiling studies with alkali metals, the 
effect of heat flux on the IBS is usually represented in the form 
of plots similar to tha t shown in Fig. 1. This figure, from the 
paper by Logan et al. [3], shows bulk superheat data obtained 
with fully developed sodium flow in an annular channel. The 
data are given in terms of 4 — iaat rather than tw — isat because 

9 
10 
11 
12 
13 
14 

15 

Table 1 Summary of experimental 

Investigators 
Test section 

Heated length, in. 
Heating surface 
Sm'face finish 
Method of achieving 

boiling inception 

Location of thermocouples 

Variables tested 

Heat flux range, Btu/(hr-ft2) 
PL range, psia 
Velocity range, ft/sec 
Re range . 
Bulk-superheat range 
Wall-superheat range 

Oxygen, ppm 

'Nomenclature-

conditions for forced-convection incipient-boil 

Logan et al. [3] 
annular (V-f-in-dia rod heater 

in 3/Vin-ID tube) 
30 

304 s.s. 
15-25 jum-> and smoother 
rapid increase in power on heater 

( <1 min to reach full power) 

in flowing stream 

velocity, heat flux, oxygen concen
tration 

200,000 to 540,000 
4 .5 to 6.6 
3 .0 t o 8 . 9 

27,000 to 80,000 
-20 to 130 
20 to 170 

(calculated) 
1 to 5 

ng investigations with sodium 

present 
annular (0.52-in-dia rod heater in 

0.93-in-ID tube) 
11.5 

316 s.s. 
polished, 14-18 jtin. (rms) 
a held flux and flow rate constant and 

gradually increased inlet temp, 
b held inlet temp, and flow rate constant 

and gradually increased flux 
c held inlet temp, and flow rate constant 

and applied power to heater in one step 
embedded underneath 0.013-in-thick 

s.s. cladding 
temperature ramp 

50,000 to 200,000 
3.76 to 3.90 

0.80 
11,300 

33 to 240 

5 to 8 

C, = 
De = 

h = 

IB = 
IBS = 

m —-

L = 
Vo = 

PL = 

specific heat, Btu(lbm-deg F) 
4m 
heat-transfer coefficient, Btu/(hr-

ft2-deg F) 
incipient boiling 
incipient-boiling super'heat 
(cross-sectional flow area) / 

(wetted perimeter), ft 
heated length, ft 
partial pressure of inert gas in 

cavity at time of IB, lb//in.2 

static pressure at nucleation site, 

Pv 

? = 

Q = 

r — 
r\ = 
ri = 

Re = 

lb//in.2 

vapor pressure of sodium (cor
responding to ti_,) at time of 
IB, lb// in.2 

heat flux a t heating surface, B tu / 
(hr-ft2) 

heat-loss rate from test section, 
B tu /h r 

bubble radius, in. 
inner radius of annulus, ft 
outer radius of annulus, ft 
Dfip/fi = Reynolds number, di-

h 
tin 

which is the equation for the lines in Fig. 1. The four sets of 
data, represented by the four lines, are for isat — i i n values of 20, 
100, 200, and 300 deg F . The fact tha t the data points fall rather 
well along the respective all-liquid heat-balance lines shows that ' 
for the most part , IB did not occur until steady-state conditions 
were attained in the test section, in spite of the fact tha t IB IJSU, 
ally occurred .only about 40 sec after the start of power increase 
on the test heater. The agreement between the heat-balance 
lines and the data points in Fig. 1 also testifies to the internal 
consistency of the results. 

As Logan et al. point out, a plot such as tha t shown in Fig, l 
cannot be used to predict IBS. I t merely shows the lines along 
which the data points should fall, and then only when steady-
state temperature conditions are approached (i.e., very low ramp) 
before IB occurs. If steady-state conditions are not reached 
before IB occurs, then the data points would fall below the re
lated heat-balance line, if fe — tsat at inception is plotted verstb 
the steady-state value of q. The reason why a plot such as Fig, 
1 does not really show the effect of heat flux (on the IB super-

mensionjess 
bulk temperature, deg F 
temperature of inlet stream to 

test section, deg F 
at = saturation temperature, deg F 
ta = temperature of heating surface 

deg F 
v = average linear velocity, ft/hr 
6 = time, min 
fi = viscosity of sodium, lbm/(ft-hr) 
p = density of sodium, lbm/ft3 

o" = surface tension, lb// in. 

160 / MAY 1 973 Transactions of ine ASM£ 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



i\ j s that another important variable is allowed to change 
with it, and that variable is the rate of temperature rise 

the temperature ramp—the greater the value of q, the greater 
'11 be the average rate of temperature rise, other things being 
,al In order to find the true effect of heat flux, therefore, 

. experimenter must maintain the temperature ramp constant. 

Experimental Equipment 
Loop- The experiments were conducted with the use of a large 

(iinire-8 stainless-steel loop, the cold and hot portions of which 
,e m a d e of type-304 and type-316 (>0.03 percent C) stainless 

fpel respectively. I t was capable of measuring incipient-boil-
•nE wall temperatures up to =1700 deg F, providing sodium 
flows up to 40 gpm, and sustaining system pressures up to 100 

•„ With the use of cold traps and hot traps, the oxygen con
centration in the sodium was controlled to ± 1 ppm at concen
trations down to » 5 ppm. The cover gas was ultrahigh-purity 
ni'Eon whose combined oxygen and water contents were < 3 ppm. 

The cold portion of the loop, made of schedule-40 nominal 
oi/2-in. pipe, contained an air cooler, hot trap, cold t rap, plug
ging indicator, two oxygen meters, a sampling station, an electro
magnetic pump, and two electromagnetic flowmeters. The two 
flowmeters were connected in parallel, one for low flows and one 
for high. The cold portion of the loop was operated a t about 
1000 deg F while the hot portion was operated at temperatures 
up to 1700 deg F. From the intermediate heat exchanger the 
sodium (in the hot portion) flowed through a preheater, the test 
section, an air-cooled condenser/surge vessel, and then back to 
the intermediate heat exchanger. The preheater, used to con
trol the inlet temperature to the test section, was heated by direct 
passage of alternating electrical current. Sodium flow was gen
erally throttled (by means of a valve) to produce a sufficient 
flow resistance to stabilize the boiling in the test section following 
an IB event. 

Test Section. The test section was annular, consisting of a x/2-in-
dia rod heater centered in a 0.929-in-ID heavy-wall tube. The 
sodium entered at the bottom of the test section through four 
ports (spaced 90 deg apart on the circumference) to achieve a 
reasonably uniform flow distribution at the inlet end of the test 
section. The sodium left the test section through two lV-rhi-
dia horizontal outlet pipes spaced 180 deg apart on the circum
ference. 

The length of the annulus was !»34 in. The rod heater fitted 
into a socket at the inlet end and was centered at the upper end 
by a Conoseal joint. Concentricity between the rod and pipe was 
further maintained by two sets of thin streamlined fin spacers 
attached to the rod. The lower set was located about 1 in. below 
the bottom end of the heated zone and the upper set about 6V2 
in. above the top end of the heated zone. The heated zone it
self was 11.5 in. long, the bottom end of which was 28 equivalent 
diameters from the flow inlet point, and the top end of which was 
•57 equivalent diameters from the flow inlet point and 27.5 from 
the flow outlet point. Nine thermocouples were embedded be
low the cladding (on the heater), 40 deg apart on the circumfer

ence. Their axial and circumferential locations are given in 
Table 2. There were five C.E.C. pressure transducers of the 
strain-gage design, with pressure taps spaced along the test sec
tion, as is also indicated in Table 2. 

The surface of the stainless-steel cladding in the heated zone 
of the rod heater was polished (with wet SiC paper No. 240) to 
a profilometer rms roughness of 14-18 juin. The remainder of 
the heater, including the fins, was polished (with 3-/x SiC abra
sive) to a roughness of 2 to 5 ;itin. The inner surface of the pipe, 
the holes in the pipe wall connecting to the pressure transducer 
lines, and the sheaths on the in-fluid thermocouples were polished 
(with wet SiC paper No. 600) to a profilometer rms roughness 
of <2.5 jxin. From this it is seen that all parts of the test heater 
and all inner surfaces of the test section were considerably 
smoother than the heated zone of the test heater. This, plus 
the fact tha t all of the rougher parts of the test section were ap
preciably colder, suppressed rogue nucleation. 

All the thermocouples were the chromel-alumel type, had 
stainless-steel sheathing, and were calibrated over the tempera
ture range of use. The thermocouples for measuring the tem
perature in the annular channel were Via in. in diameter, while 
those embedded in the heater under the cladding were 0.020 in. 
in diameter. 

The signal outputs from the thermocouples, flowmeter, and 
pressure transmitters were recorded on high-speed potentio-
metric recorders. 

The axial location of nucleation was determined by means of 
a series of voltage taps along the outer wall of the test section. 
Sufficient voltage was imposed over the length of the test sec
tion to produce roughly 100 amp of regulated direct current. 
The voltage taps were approximately 1 in. apart in the axial re
gion where nucleation occurred. The voltage signals from pairs 
of taps were amplified and recorded on a F M tape recorder. The 
location of nucleation and the movement of the liquid-vapor 
interfaces through the channel were indicated by the recorded 
voltage signals from the various taps. 

Test-Healer Construction. The test heater was specially made for 
the present study by Watlow Electric Manufacturing Co. I t 
consisted of a coiled Mo resistor tha t was insulated from a swaged 
nickel sheath (0.070 in. thick) by compacted BN. Nine thermo
couples were embedded in milled round-bottom grooves. Their 
junctions were ungrounded and located at various axial loca
tions, as shown in Table 2. After the thermocouples were laid 
in the grooves, the nickel surface was smoothed by burnishing. 
Then a close-fitting 0.015-in-thick stainless-steel tube was gas-
pressure diffusion-bonded onto the nickel. 

Operating Procedures 
In the present study, boiling-inception runs were made by 

methods (a), (c), and (d) described in the Introduction, with 
the vast majority by method (d). The rate of rise of the surface 
temperature of the test heater was controlled by (and essentially 
equal to) the rate of rise of the bulk temperature of the sodium 
entering the test section. This rate of temperature rise was 

Table 2 Locations of thermocouple junctions and pressure taps in test section 

Thermocouples embedded 
below heater cladding 

No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Distance 
above 

bottom 
end of 
heated 

zone, in. 
- 8 
- 4 

6 
8 
8 
8 
9 

10 
10 

Circum
ferential 

angle from 
thermo
couple 

No. 8, deg 
320 
120 
240 

40 
160 
280 

80 
0 

200 

Pressure-transmitter taps 

No. 
2 
3 
4 
5 
6 

Distance 
above 

bottom 
end of 
heated 
zone, in. 

6 
8 
9 

10 
11 

Circum
ferential 

angle from 
thermo
couple 
No. 8 
240 
160 
80 

0 
280 

Thermocouples in 
annular channel 

Distance 
above 

bottom 
end of 
heated 

No. zone 
1 - 1 2 
2 - 1 2 
3 - 1 2 
4 14 
5 14 
6 14 
7 16 
8 16 
9 16 

Journal of Heat Transfer MAY 1 973 / 161 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1600 

u_ 1550 

i l l 

i 15 00 
< 
£ 1450 
£ 

H 1400 

1350 

1300 

HEATER A - 7 
RUN1 5 A - I 2 
q= 99,300 Btu/(h-f t2) 
v = 0.80 ft/sec 
Re = I 1,400 
RAMP =0.68 °F/min 

° WALL THERMOCOUPLE 
READING 

" BULK TEMPERATURE 
• FROM PRESSURE 

MEASUREMENTS 
t w - t s a i = 9 6 - 9 = 87 

LOCATIONS OF 
VOID ELECTRODES 

AXIAL POSITION, TOP-

Fig. 2 Typical axial-temperature profiles along the test section at the 
instant of boiling inception; the radial temperature drop through the 
stainless-steel cladding was 9 deg F (for q = 105 Btu/(hr-ft2) 

2 2 0 

2 0 0 

180 

160 

„ 14° 

J 120 

!» 
100 

8 0 

-

~* 
-
-
. 

~ 

J47£X 
6 0 < £ W 

406 

2 0 

0 

IS 
-\34 

1 

52 / 
'0> 

1 

© 
(3) 

) <£&-» 
73 

1 1 

• 

@ 
© 

1 

; 1 1 1 

SERIES 6A 
Re = l l , 300 
v =0.80 ft/sec. 2 

q =50,000 Btu/f t -hr 
p =3.9 psia 

0XYGEN=8±Ippm 

© , ^ 

J > ^ @ 
© 

© 

® 

1 1 1 1 1 

-
-

-
-
_ 

-

-

~ 

0 1 2 3 4 5 6 7. 8 9 10 
TEMPERATURE RAMP, »F/min 

Fig. 3 Effect of rate of rise of heating-wall temperature on IB superheat 
for turbulent flow of sodium in an annular channel, and for a heat flux 
(on the inner wal l ) of 50 ,000 Btu/(hr-ft2); the IB measurements were 
made by holding the heat flux constant and gradually increasing the 
temperature of the heating surface by gradually increasing the power on 
the preheater 

maintained by gradual power addition to the preheater. For 
a given flow rate, the rate of power addition to give a constant 
temperature ramp was soon known. In the great majority of 
runs the ramp was maintained constant for at least 3 min before 
boiling inception occurred. Several wall and fluid temperatures, 
as well as pressures and flow rate, were recorded on strip charts. 

Although the void electrodes were placed 1 in. apart along the 
test section wall, voltage readings were actually taken on alter
nate probes and were therefore 2 in. apart. This was done to 
get good unmistakable signals. As indicated by these signals, 
nucleation nearly always occurred within an inch of the end of 
the heated zone of the test heater. When it did not, the run 
was abandoned. The temperature profiles for a typical run are 
shown in Fig. 2. 

After each IB event, the sodium was allowed to boil in the test 
section for about 1 to 2 min. Then the test heater power was 
turned off, the preheater power cut back, and the system sub-
cooled about 40 deg (with reference to the system pressure before 
boiling inception). Then the pressure on the system was in
creased by 1 psia and the system kept in the subcooled condition 
for about 20 min. This was done to condense any vapor pockets 
left by the previous inception, so that premature nucleation would 
not occur during the next run. 

The instant of boiling inception was clearly shown on the tem
perature, flowmeter, and pressure charts, and also on the loud-
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speaker for the audio pickup. The wall and fluid thermocouples 
showed the usual sudden large temperature drops. Some typical 
temperature traces are shown in another paper [7]. 

The experimental equipment was operated 24 hr a day, seven 
days a week. It generally took about 2V2 hr to carry out a single 

Results 
Effect of Temperature Ramp. Figures 3, 4, and 5 show three groups 

of experimental results, demonstrating the effect of temperature 
ramp on the IBS as observed in the present study. These three 
plots are for fixed heat fluxes of 50,000, 100,000, and 200,000 Btu/ 
(hr-ft2), respectively. Each run was made by increasing the 

wall temperature of the heater at a fixed rate by gradually iB" 
creasing the power on the preheater. 

The effect of temperature ramp on the IBS is seen to be large-
As the ramp approaches zero the IBS (according to the draff" 
curves) approach the same limit, i.e., 40 deg, independently of 
the heat flux. The large number of points in Fig. 3 at the loff 

end of the abscissa scale is explained by the fact that, throughout 
the course of the study, runs were frequently made at essential'! 
the same set of conditions to see whether or not there was *n 

effect of running time on the data. As explained later there 'fl*8 

a very slight effect. 
Referring to the data points in Figs. 3, 4, and 5, the number 
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rig. 6 Comparison of IB superheat measurements obtained by different 
experimental procedures for turbulent flow of sodium in an annular 
channel 

in each circle represents the run number. The precision of the 
data is actually quite good, considering the wide scatter generally 
observed in forced-convection IBS measurements with sodium. 
No data points were thrown out because they fell far from the 
average curve drawn through the points. One to three points 
were discarded from each plot because either the temperature 
ramp had not been properly established before IB occurred or 
inception occurred more than » l V a in. beyond the upper end 
of the heated zone. 

Comparison of IB Superheats Obtained by Different Methods. In
cipient-boiling superheats obtained by three different methods 
are compared in Fig. 6. The solid-circle point represents the 
average of seven IB measurements made in a certain series (5A) 
of runs, employing method (d). The runs were.made under 
conditions where the temperature ramps varied from 0.3 to 1.0 
(leg F/min, but the majority were obtained at »0 .7 . The IB 
superheats of the seven runs, before being averaged, were cor
rected (where necessary) to a common ramp of 1.0 deg F/min, 
in accordance with the curve in Fig. 3. 

The solid-square point in Fig. 6 represents the average of 23 
IB measurements made in a different series (6A) of runs. These 
Points are the ones shown in Fig. 3 falling in the ramp range 0 
to 1.75 deg F/min, but before the IB values were averaged they 
"ere corrected, as before, to a common ramp of 1.0 deg F/min. 

The agreement between the two sets of data, taken about a 
month apart, is very good. 

The average value of the inlet temperature at the instant of 
>B for the 23 runs in series 6A was 1400 deg F , and the straight 
line in Fig. 6 represents equation (6) with tin = 1460 deg F . The 
*all temperature tm was calculated for an axial point 1/t in. up-
*eam from the downstream end of the heated zone, or, in other 
*ords, at the axial location where the surface temperature was 
"maximum (Fig. 2). This was at, or very close to, the point 
0' boiling inception, as indicated by the void-electrode measure
ments described earlier. 

Data points 53, 63, and 64 in Fig. 6 were obtained by experi
mental method (a), i.e., by fixing the inlet temperature (at 1400 
*8F) and gradually increasing tm (at ~ 1.0 deg F/min) by gradu-
% increasing the power on the test heater at a uniform rate. 

8 'a points 54 to 56 were obtained by setting the inlet tempera

ture at 1400 deg F and putt ing the power [equivalent to 50,000 
Btu/(hr-ft2)] on the heater in a single step. The excellent agree
ment between the four sets of data proves without doubt tha t 
the IB superheat is a scientific quantity tha t is independent of 
experimental procedure, as long as the important independent 
variables are the same. 

Now, the temperature ramp for points 54 to 56 was quite dif
ferent from that employed in the three previous sets of data. 
I t went through a transient, being very high soon after the power 
was pu t on the heater and approaching zero at the time IB oc
curred. The time between power-on and inception was about 
2 min. Throughout most of this period the temperature ramp 
was relatively high and called for a higher wall superheat than 
actually existed, but eventually the called-for superheat and the 
actual superheat coincided and IB occurred. Theoretically, 
IB should have occurred before the transient ramp approached 
0 deg F/min, which would have placed the points slightly below 
the energy-balance line (which represents a ramp of zero), but 
the period of time between a low ramp rate (say, « 1 deg F /min) 
and « 0 deg F /min was very short and within the normal nuclea-
tion induction period. In other words, inception did not occur 
in runs 54 to 56 until steady-state conditions had essentially been 
reached. This is the same result as Logan et al. [3] observed, 
which has already been discussed and which is illustrated in Fig. 1. 

Runs 57 to 59 were carried out in the same manner as tha t 
for runs 54 to 56, except the power setting on the heater corre
sponded to q = 100,000. Likewise the power setting for runs 
60 to 62 corresponded to q = 200,000. For these six runs, IB 
did not occur until steady-state thermal conditions had essen
tially been established, which took about 3 and 4 min for the 
100,000 and 200,000 fluxes, respectively. When the IB runs 
were carried out by fixing tin at 1400 deg F and imposing a one-
step power increase on the test heater, the IB superheat was 
found to be very much dependent on the steady-state value of q. 
For example the results in Fig. 6 show tha t as q was increased 
from 50,000 to 100,000 to 200,000, the IB wall superheat increased 
from 72 to 126 to 233 deg F , respectively. This was so because 
the high-temperature ramps in the early stages of the tempera
ture transients precluded the possibility of lower IB superheats. 

Da ta point 84 in Fig. 6 represents a run tha t was terminated 
before IB occurred because the cladding temperature was getting 
too high. At termination tw had reached 1684 deg F. All of the 
results obtained by methods (a) and (c) are shown in Fig. 6, i.e., 
no data points were discarded. 

Over the period of operation during which the results pre
sented in this paper were obtained, there was no significant change 
in the magnitude of the measured superheat with time. Many 
runs were made periodically at the same set of test conditions 
(Fig. 3). There was, however, a significant drop in superheat 
observed over several months, but this is discussed in a subse
quent paper [7]. 

Discussion 
The results of the present study, the first ever obtained in 

forced-convection boiling of a liquid metal where temperature 
ramp was isolated and studied as an independent variable, clearly 
show tha t rate of temperature rise has an important bearing on 
the magnitude of the incipient-boiling superheat. We have 
shown tha t if the temperature ramp is held constant, IB super
heats are the same, no matter how the test is conducted. But 
if temperature ramp is not held constant, as in experimental 
method (c), the magnitude of the IB superheat depends on the 
experimental procedure. Heretofore nearly all experimental 
IB studies have been carried out by method (c). Under those 
conditions IB does not generally occur until steady-state condi
tions have been closely approached, and the magnitude of the 
superheat is given by the (£„, — faat) vs. q energy-balance line, 
as seen in Figs. 1 and 6. 

The present study was very carefully planned and executed, 
and there is no apparent reason to question the validity of the 
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Fig. 7 Effect of heat flux on IB superheat showing the relation between 
typical IB curve and heat-balance lines 

results. On tha t basis, we present the following further dis
cussion. 

The measurement of IBS, under a given set of experimental 
conditions, is not a precise measurement, even when all the known 
operational variables are carefully controlled. And the higher 
the temperature ramp, the more this is true. The higher the 
temperature ramp, the more the phenomenon appears to be 
kinetics-controlled, and the lower the ramp, the more it appears 
to be equilibrium-controlled. At a zero ramp, and if turbulence 
is negligible, the phenomenon would appear to be entirely equi
librium-controlled and expressed by the well-known bubble ther
mal-mechanical equilibrium equation 

Vo + Pa — PL 
2a-

(4) 

Thus on this basis one would expect experimental methods (b) 
and (e) to give both lower and more precise data than, say, method 
(c), and this seems actually to be the case on the basis of the 
limited results available. With methods (6) and (e) the incipient 
bubble has more time at each temperature step to reach its nu-
cleation threshold. Another way of saying it is tha t the prob
ability of an IB event occurring is greater the longer the system 
is kept at a given temperature. 

Let us now write the temperature-balance equation 

tw — isat = (tw — tb) + (tb — tin) + (tin — 4»t) (5) 

assuming heat losses to be negligible, and then replace tw — lb 
by q/h and fe - tin by 2qnL/vpCP(r22 - n 2 ) for an annular 
channel. This gives 

tw ' <<a£ 
2nh 1 

vpCPW - ?V)J 
+ (t^ - Ut) (6) 

This equation is represented in Fig. 7 by the six diagonal straight 
lines representing six different inlet temperatures. Also in Fig. 
7 an IB curve is postulated4 for a given temperature ramp. If 
we start at the point corresponding to q = a and tw — isot = b, 
and gradually increase tw at the ramp corresponding to that 
of the particular IB curve shown (by gradually increasing tin), 
theoretically IB should occur at point c. However, if we were 
to increase tin at a greater rate we would most probably over
shoot the IB curve (according to the results of the present study) 
and IB would occur at some point such as d. We can imagine 
point d lying on some other (higher-ramp) IB curve. Now, if 
we change the procedure and start at the point corresponding 
to q = e and tw — tsat = /, and increase tw at the same constant 
rate we used initially (by gradually increasing q), maintaining 
the inlet temperature constant at (<in)4, theoretically IB should 
also occur at point c (according to the results of the present study). 
We say theoretically because, as explained above, I B measure-

4 The shape of the curve is based on additional experimental re
sults that are to be published in a subsequent paper [7]. 

Fig. 8 Effect of heat flux on IB superheat showing the relationship he. 
tween IB curves and heat-balance lines; the IB curves are a function of 
the rate of rise of the heating-wall temperature 

ments are inherently not very precise and therefore not highly 
reproducible. In any case, if we were to take a large numbev i,i 
IB measurements by each of. the two methods described above, 
the average measurement by each should be the same. 

If we now employ a third type of procedure and start at the 
point corresponding to q = e and tw — iSat = / , again, for inlet ' 
temperature (tin)t, and suddenly increase the power on the heater ; 

to increase q from e to a, IB should again occur at point c, if the 
temperature rise were fairly rapid (i.e., the heat capacity of the 
heater is small relative to the rate of heat generation within it) ' 
and steady-state conditions were essentially established. In -" 
the earlier stages of such a transient the temperature ramp is very 
high, which puts tw — tmt at IB above tha t corresponding to point 
c, but tw — iSat cannot go higher than tha t because q < a. 

If, now, we start at the point corresponding to q = e ami f. 
_ i8at = f and suddenly increase q from e to g, IB should occur 
at point h, again, if the temperature rise were initially rapid nii'i 
steady-state conditions were essentially established. I t is now 
clear that if one continued to impose (one-step) higher and higln:r 
fluxes, a series of IB points would be obtained that fell on ilw 
(«in)4 line, i.e., if IB did not occur until steady-state condition-! 
had essentially been established (which appears to be genenilly 
true). If, in the last case, steady-state conditions had not bo-:i 
reached before IB occurred, then it would occur at some puinl 
such as i (Fig. 7). 

Inlet temperature (or amount of inlet subcooling) is, from s. 
thermodynamics point of view, not an independent variable, 
but, depending on how a forced-convection IB experiment is rar-
ried out, inlet temperature can have an important influence m 
the result. Let us look a t Fig. 8. If we start at point m, cor
responding to q = a and inlet temperature (iin)i, and inwv:^o 
t^ at a constant rate such that Z>tm/bd = A, while maintainiiia 
q constant, IB should occur at point n. In other words, IB '»'-
curs when tin reaches (tin)s, and i in a t IB is a function of q, 3fu> M, 
and the heat-transport characteristics of the system. If i'11' 
heated length were increased, then tm would decrease, all oihi-r 
conditions remaining the same. 

Still looking a t Fig. 8, if we start at point r and steadily |'' ' 
crease q so tha t btw/bd = A, then IB should also occur at p-'i"t 
n. However, if we start at point s and employ the same ti'i1'1" 
perature ramp, then IB should occur at point t. Or, in oil"'1" 
words, when tia is held constant and q gradually increased. '-• 
— isat at IB depends on tin, the dependency again depending "« 
the heat-transport characteristics of the experimental sys'*1"1. 

The study described in this paper was intended to be the !ir» 
of a series at Brookhaven on the general subject of incipi1''11' 
boiling superheats for alkali metals in turbulent channel i'"'*' 
However, because of termination of financial support, the l1'-'1" 
gram had to be abandoned. I t is hoped tha t other workers '••l" 
pick up where we have left off, by first attempting to coni'i'1" 
experimentally the temperature-ramp effect on IBS and theii I'J 
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j0pjng a satisfactory theory if experimental confirmation is 

found. 

Conclusions 
The following conclusions are drawn on the basis of the findings 

«(Represent study: 

i Rate of temperature rise (or temperature ramp) is a very 
•moortant parameter affecting the magnitude of the IB super

heat 
The higher the temperature ramp, the more the IB phe-

menon is kinetics-controlled and the less it is equilibrium-con
trolled-

o The higher the temperature ramp, the greater will be the 
enitude 0f the IB superheat, other things being equal. 

3 Inlet temperature (or amount of inlet subcooling) is not, 
thernrodynamically speaking, an independent variable affecting 
the IB superheat. Basically U> — 4at a t IB is a function of q, 
ii and dtjdd, and tin is a function of tw, q, v, and the geometry 
of the test section. 

4 For a fixed temperature ramp, the magnitude of the IB 
superheat is independent of the manner in which the experiment 
is conducted, e.g., the superheat is the same whether (1) q is held 
constant and tm gradually increased by gradually increasing ti„ 
or (2) fin is held constant and t„ is gradually increased by gradu
ally increasing q. 

5 During a rapid temperature transient produced by a one-
step power increase on the heater, IB did not occur until steady-
state thermal conditions had essentially been attained. 
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-Discussion> 

Hans K. Fauske5 

The experiment reported in this paper appears to be carefully 
executed. The purpose of this discussion is, therefore, not to 
question the validity of the experimental results but rather to 
suggest a different interpretation of the experimental results. 

The data reported in the paper suggest that the incipient-
boiling superheat for sodium in turbulent channel flow exhibits 
a dependence on the rate of temperature rise, with the inlet tem
perature increasing in the order of 1 deg F per minute. A brief 
consideration of the thermal time constants of the experimental 
system indicates that a quasi-steady state prevails at all times 
with respect to temperatures of the system, but that the transfer 
of gas into or out of the surface cavities and/or tiny entrained 
gas bubbles in the bulk of the liquid is diffusion-controlled and 
exhibits much longer time constants. Hence, one would sus
pect some inert-gas effects in the data. I t can be shown that 
the wall superheat at which bubble nucleation can occur is in
versely proportional to the mass of noncondensable gas in the 
bubble. I t follows that for a constant velocity, the inert mass 
of the bubble would tend to decrease with increasing temperature 
ramp, thereby explaining the noted trend in the data if such bub
bles are present in the sodium. Likewise, for an increase in the 
velocity, the inert-mass concentration present in the bubble 
at the exit would be increased, since less mass is lost from the 
bubble as it travels from the inlet to the outlet of the test sec
tion, thus suggesting another explanation for the noted velocity 
effect discussed in reference [7] of the paper. I t would therefore 
appear important that in future forced-convective sodium super
heat tests, provisions be made for detecting the presence of any 
'my gas bubbles in the coolant in addition to measuring the loca
tion of incipient boiling. Any information regarding the mag
nitude of inert gas present in the experimental system used by 
the authors would be helpful. 

Authors' Closure 
In the above comment, Dr. Fauske suggests that the tempera-

Uire-ramp effect observed in the present study may actually be an 
nert-gas effect instead, where the gas could be present either in 
"le surface cavities or as tiny entrained bubbles in the flowing 

Weactor Analysis and Safety Div., Argonne National Labora-
""y. Argonne, 111. 

sodium. We agree that the thermal time constant for the test 
system was undoubtedly much less than the diffusion time con
stant for the transfer of inert gas into the sodium, assuming tha t 
inert gas was present in the surface cavities and/or in the form of 
tiny bubbles entrained in the sodium. If this is so, then we can
not agree with Dr. Fauske's conclusion that "the inert mass of the 
bubble would tend to decrease with increasing temperature 
ramp," other things being equal. The opposite would be true, 
because the greater the temperature ramp, the less time would be 
available for the inert gas to diffuse out of the bubble into the 
sodium where it is more soluble. Or, in other words, the greater 
the ramp, the lower would be the incipient-boiling superheat, 
because of the greater inert-gas concentration in the bubble. 
But the opposite effect was observed, showing that inert-gas 
effects were not involved. Moreover, the sodium residence time 
in the test section was very short compared with the time con
stant for inert-gas diffusion in the sodium. 

In the course of taking our data, it was observed several times 
tha t if the temperature ramp was suddenly lowered, boiling 
inception would promptly occur, if the wall temperature was high 
enough for inception to occur at the lower ramp. This again 
would indicate that the kinetics of inception were not dependent 
on inert-gas content of bubbles but on the ramp effect alone. 

The question of inert-gas entrainment and its apparent negli
gible effect on the velocity results reported in [7] are discussed in 
that reference. 

We would agree tha t in future experimental studies of forced-
convection superheat with alkali metals it would be highly de
sirable to determine whether or not entrained gas bubbles are 
present. When the equipment was built for the present study, 
there was no workable instrument available for doing this. How
ever, as explained in [7], every conceivable precaution was taken 
to prevent the incipient-boiling data taken in the present study 
from being clouded by the possible presence of gas. 

We should mention here that during the discussion period tha t 
followed the presentation of the subject paper, Prof. J. C. Chen 
of Lehigh University reported pool-boiling incipient-boiling 
superheat results that he had obtained on Freon-113, which also 
showed a similar effect of temperature ramp, and his ramp rates 
were of the same order as those employed by us. Since the solu
bility of inert gases in Freon decreases with increase in tempera
ture, Professor Chen's results tend to negate the inert-gas effect 
proposed by Dr. Fauske. 
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j0pjng a satisfactory theory if experimental confirmation is 

found. 

Conclusions 
The following conclusions are drawn on the basis of the findings 

«(Represent study: 

i Rate of temperature rise (or temperature ramp) is a very 
•moortant parameter affecting the magnitude of the IB super

heat 
The higher the temperature ramp, the more the IB phe-

menon is kinetics-controlled and the less it is equilibrium-con
trolled-

o The higher the temperature ramp, the greater will be the 
enitude 0f the IB superheat, other things being equal. 

3 Inlet temperature (or amount of inlet subcooling) is not, 
thernrodynamically speaking, an independent variable affecting 
the IB superheat. Basically U> — 4at a t IB is a function of q, 
ii and dtjdd, and tin is a function of tw, q, v, and the geometry 
of the test section. 

4 For a fixed temperature ramp, the magnitude of the IB 
superheat is independent of the manner in which the experiment 
is conducted, e.g., the superheat is the same whether (1) q is held 
constant and tm gradually increased by gradually increasing ti„ 
or (2) fin is held constant and t„ is gradually increased by gradu
ally increasing q. 

5 During a rapid temperature transient produced by a one-
step power increase on the heater, IB did not occur until steady-
state thermal conditions had essentially been attained. 
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-Discussion> 

Hans K. Fauske5 

The experiment reported in this paper appears to be carefully 
executed. The purpose of this discussion is, therefore, not to 
question the validity of the experimental results but rather to 
suggest a different interpretation of the experimental results. 

The data reported in the paper suggest that the incipient-
boiling superheat for sodium in turbulent channel flow exhibits 
a dependence on the rate of temperature rise, with the inlet tem
perature increasing in the order of 1 deg F per minute. A brief 
consideration of the thermal time constants of the experimental 
system indicates that a quasi-steady state prevails at all times 
with respect to temperatures of the system, but that the transfer 
of gas into or out of the surface cavities and/or tiny entrained 
gas bubbles in the bulk of the liquid is diffusion-controlled and 
exhibits much longer time constants. Hence, one would sus
pect some inert-gas effects in the data. I t can be shown that 
the wall superheat at which bubble nucleation can occur is in
versely proportional to the mass of noncondensable gas in the 
bubble. I t follows that for a constant velocity, the inert mass 
of the bubble would tend to decrease with increasing temperature 
ramp, thereby explaining the noted trend in the data if such bub
bles are present in the sodium. Likewise, for an increase in the 
velocity, the inert-mass concentration present in the bubble 
at the exit would be increased, since less mass is lost from the 
bubble as it travels from the inlet to the outlet of the test sec
tion, thus suggesting another explanation for the noted velocity 
effect discussed in reference [7] of the paper. I t would therefore 
appear important that in future forced-convective sodium super
heat tests, provisions be made for detecting the presence of any 
'my gas bubbles in the coolant in addition to measuring the loca
tion of incipient boiling. Any information regarding the mag
nitude of inert gas present in the experimental system used by 
the authors would be helpful. 

Authors' Closure 
In the above comment, Dr. Fauske suggests that the tempera-

Uire-ramp effect observed in the present study may actually be an 
nert-gas effect instead, where the gas could be present either in 
"le surface cavities or as tiny entrained bubbles in the flowing 

Weactor Analysis and Safety Div., Argonne National Labora-
""y. Argonne, 111. 

sodium. We agree that the thermal time constant for the test 
system was undoubtedly much less than the diffusion time con
stant for the transfer of inert gas into the sodium, assuming tha t 
inert gas was present in the surface cavities and/or in the form of 
tiny bubbles entrained in the sodium. If this is so, then we can
not agree with Dr. Fauske's conclusion that "the inert mass of the 
bubble would tend to decrease with increasing temperature 
ramp," other things being equal. The opposite would be true, 
because the greater the temperature ramp, the less time would be 
available for the inert gas to diffuse out of the bubble into the 
sodium where it is more soluble. Or, in other words, the greater 
the ramp, the lower would be the incipient-boiling superheat, 
because of the greater inert-gas concentration in the bubble. 
But the opposite effect was observed, showing that inert-gas 
effects were not involved. Moreover, the sodium residence time 
in the test section was very short compared with the time con
stant for inert-gas diffusion in the sodium. 

In the course of taking our data, it was observed several times 
tha t if the temperature ramp was suddenly lowered, boiling 
inception would promptly occur, if the wall temperature was high 
enough for inception to occur at the lower ramp. This again 
would indicate that the kinetics of inception were not dependent 
on inert-gas content of bubbles but on the ramp effect alone. 

The question of inert-gas entrainment and its apparent negli
gible effect on the velocity results reported in [7] are discussed in 
that reference. 

We would agree tha t in future experimental studies of forced-
convection superheat with alkali metals it would be highly de
sirable to determine whether or not entrained gas bubbles are 
present. When the equipment was built for the present study, 
there was no workable instrument available for doing this. How
ever, as explained in [7], every conceivable precaution was taken 
to prevent the incipient-boiling data taken in the present study 
from being clouded by the possible presence of gas. 

We should mention here that during the discussion period tha t 
followed the presentation of the subject paper, Prof. J. C. Chen 
of Lehigh University reported pool-boiling incipient-boiling 
superheat results that he had obtained on Freon-113, which also 
showed a similar effect of temperature ramp, and his ramp rates 
were of the same order as those employed by us. Since the solu
bility of inert gases in Freon decreases with increase in tempera
ture, Professor Chen's results tend to negate the inert-gas effect 
proposed by Dr. Fauske. 
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Leidenfrost Temperature—Its Correlation 
for Lipid Metals, Cryogens, Hydrocarbons, 
and Water 
A. prediction technique for the Leidenfrost and minimum temperatures is presented 
which considers the effects of the critical temperature of the liquid, thermal properties of 
the solid, surface energy of the liquid, and surface energy of the solid. The prediction 
technique is in good agreement with data for liquid metals, cryogens, hydrocarbons, and 
water. 

Introduction 

L I HE PKBDICTION of the Leidenfrost temperature ^mid 
and the minimum temperature Tm-m is currently important in 
safety considerations in fast breeder liquid-metal-cooled reactors 
and in the cooldown of cryogenic systems. At the present time, 
however, there seems to be considerable uncertainty in the litera
ture [1-32]1 as to the numerical value of the Leidenfrost or mini
mum temperature for a given fluid. The object of the present 
paper is to delineate the important parameters involved in the 
measurement of the Leidenfrost and minimum temperatures and 
to present a means of predicting their values. 

The minimum temperature is associated with the minimum 
point on the conventional pool-boiling curve (heat flux versus 
temperature). For plate temperatures below the minimum 
temperature, nucleate or transition boiling will occur, while for 
plate temperatures greater than the minimum, film boiling will 
occur. 

The Leidenfrost temperature, on the other hand, applies to 
discrete liquid drops rather than to a liquid pool. Although not 
as familiar as the conventional pool-boiling curve, the droplet 
vaporization curve shown in Pig. 1 is used to define the Leiden
frost temperature. In measuring the Leidenfrost temperature, 
the experimenter sets a plate at an initial temperature Ta, places 
a liquid drop onto the surface, and measures the time it takes 
for the liquid drop to evaporate. The experimenter repeats the 
above measurement for various T0 and then plots the vaporiza
tion time data against T§ as shown in Fig. 1 and determines the 
Leidenfrost temperature Tieid, mens from this curve. For plate 
temperatures slightly below the Leidenfrost temperature, nu
cleate and transition boiling occurs and the droplet vaporization 
time is very short. For plate temperatures greater than the 
Leidenfrost temperature, film boiling occurs and the drop vapor
ization time is very long. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL or HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division April 28, 1972. Paper No. 
73-HT-F. 

P Leidenfrost 
i film boiling 
\ 

Leid,meas 

Initial surface temperature, T0 

Fig. 1 Evaporation time curve of liquid drops in contact with hot surfdte 
for drops of equal volume and equal initial temperature 

This paper will develop a model for predicting the Leidenfrost 
temperature for discrete liquid drops. However, the theory and 
experimental evidence indicate that under certain condition-
the minimum temperature and the Leidenfrost temperature will 

be equal. Consequently, both Leidenfrost and minimum tem
perature data will be correlated in the final equation. 

In particular, this paper will deal with the following items: 
First (Part I) , an analytical conduction model will be con

structed which will indicate how thermal properties of the sup
porting surface affect the measrwed value of the Leidenfrte-
temperature Ti,sid, meas-
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Qpcond (Part I I ) , experimental evidence for aluminum, 
'nless-steel, and glass surfaces will be used to verify the trends 

S dieted in Par t I and to ascertain the effects of surface rough-
a and contamination on both the measured Leidenfrost and 

' "nirnuni temperatures. Also, the experimental evidence in-
JVates under what conditions the measured minimum tem-

j - u r e Tmin.meas and the measured Leidenfrost temperature 

f l w , *>*> wiU be equaL 

Third (Part I I I ) , using the results of Parts I and I I , a correla-
. is presented which accounts for the surface conduction ef-

I «ts on the measured value of the Leidenfrost temperature 

field, B « M ' 

Present theories for predicting the Leidenfrost or minimum 
.-mperature have a common drawback in that they do not ac
count for thermal properties of the solid (conduction and thermal 

„aC;ty). In Par t IV of the report, we will use the theory of 
Part III to predict what the measured Leidenfrost or minimum 
i-jjiperature would be on an ideal isothermal surface. Next, 
Hpiegler's theory [14] is used to correlate the "isothermal da ta" 
[ov which thermal surface property effects have been removed. 
However, Spiegler's theory does not account for surface energy 
effects. Consequently, Spiegler's theory was modified to take 
into account the surface energy of both the liquid and solid. 

part I—Surface Temperature Criteria 
Physical Situation. Consider a surface whose temperature is 

above the Leidenfrost temperature 2"Leid. When a drop ap
proaches and touches this surface, the surface temperature begins 
to decrease because of the heat transferred to the drop. If the 
surface temperature falls sufficiently, transition or nucleate boil
ing will occur and the drop will seemingly explode. On the other 
hand, if the fall in surface temperature is not too severe, the vapor 
generated beneath the drop will coalesce and form an insulating 
film. Here the liquid no longer touches (wets) the surface, ex
cept possibly for small liquid spikes which can penetrate the 
vapor layer [3]. The drop will now evaporate slowly in the 
Leidenfrost boiling state where the vapor film supports the drop. 

In gathering vaporization time data for Fig. 1, the experimenter 
generally does not measure the transient temperature directly 
beneath the drop at the plate surface; he only measures the initial 
temperature of the surface. Consequently, the Leidenfrost tem
perature measured on a surface which does not experience any 
temperature drop, TLeid.im (an isothermal surface), will be some

what less than the Leidenfrost temperature measured on a real 
surface which experiences a temperature drop, assuming both 
surfaces have the same finish and wetting characteristics. Thus 

-l Lei( < Tx,e (1) 

since the surface temperature is measured before the liquid is 
placed on the surface. 

The parameters which affect the decrease in surface tempera
ture beneath the drop can now be found by consideration of the 
transient conduction equation in the heated plate. The follow
ing considerations apply only to the very short time in which the 
initial transient has occurred, fo, perhaps 10 msec. For times 
greater than fo, the drop enters a steady state of nucleate, transi
tion, or film boiling. 

Conduction Model. Consider a hot semi-infinite solid at initial 
temperature T<s. A drop of liquid of radius iJ0 is placed gently on 
the surface. For simplicity, during the initial but very short 
transient period, the unknown time-dependent heat transfer 
coefficient is represented by a time-averaged heat transfer coef
ficient designated h. At present, as Harvey [4] points out, we 
cannot be more specific because we just do not understand what 
is happening during this extremely short complex transient 
process. The heat transfer coefficient h representation implicitly 
contains the effect of liquid specific heat and thermal conductiv
ity, as well as the other pertinent thermodynamic properties. 

Since the drop is symmetric about the origin, the governing 
energy equation in the solid material becomes 

1 dT _ d 2 ? l b T d*T 

a dt br2 r dr d«2 

with the conditions 

t = 0 z > 0 T = T0 

dT 
t > 0 - k 

dz 

</T 

h(TL - T) 
z = 0 
r<f lo 

z = 0 
r<Bo 

= 0 
z = 0 

t> 0 lim T = To 
Z —> oa 

(2) 

(3) 

(4) 

(5) 

.Nomenclature, 

A — atomic number T*haa, iso 
C = specific heat of heater plate 
E = total energy of surface 
h — time-average heat transfer TLoia, mens 

coefficient 
k = thermal conductivity of -i min 

heater surface 
iVr = dimensionless group, h2t„/ * min. i»<> 

kpC 
Pc = critical pressure 
•fro = radius of drop touching 

heater surface 
r = radius 

T = plate temperature (abso
lute) 

Tcrit = critical temperature (abso
lute) , 

tevap 

TL = liquid temperature (abso
lute) tb 

^toid = Leidenfrost temperature z 
(absolute) 

Uu, iso = ideal isothermal value of z* 
Tioid (absolute) a 

T0 

Tsat 

t 
t* = 

(^LBid. iao/Tcrit), dimension- /? 
less Leidenfrost tempera- /?„ 
ture 7] 

measured value of Ti,eid V» 
(absolute), see Fig. 1 

minimum temperature (ab- 9 
solute) 6 Leid, meas 

ideal isothermal value of 
Tm-m (absolute) p 

initial plate temperature 
(absolute) <JLV 

surface temperature of plate 
(absolute) 

saturation temperature (ab
solute) 

time 
dimensionless time a, 
time for a liquid drop to 

completely evaporate crsv 

characteristic time 
axial direction perpendicu- r 

lar to plate $ 
dimensionless z, hz/k 
thermal diffusivity, k/Cp 

liquid-solid contact angle 
dimensionless radius, hr/k 
dimensionless surface ra

dius, hRo/k 
{T - TL)/(.T, - TL) 

(^Le id , iso — T L)/(Thuid, 

-TL) 
heater material density, use 

g/cm3 

liquid surface tension 
(liquid-vapor), use dynes/ 
cm, evaluated at satura
tion temperature for 
both saturated and sub-
cooled conditions 

surface tension of solid 
(solid-vacuum) 

surface tension of solid-
vapor interface 

dimensionless time, hH/kpCv 

function of molecular prop
erties of solid-liquid com
bination 
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"Isothermal" "Intermediate1 

region region 
"Nonisothermal1 

region-

.0001 .001 .01 .1 
Dimensionless time, T= (t/tb)NT 

Fig. 2 Effect of NT on surface temperature 

Introducing the following dimensionless variables 

Ta - TL 

t] = hr/k 

i?o = hR0/k 

z* = hz/k 

t* = t/k 

into equation (2) gives 

bd 

bt* 

where 

= NT( 
d20 1 bd b26 \ 

1 1 
brj2 r\ brj dz*2; 

N^kpC 

Vah 

The initial conditions and boundary conditions become 

j * = 0 z* > 0 0 = 1 

bd 

bz* 

bz* 

z* = 0 
I) <>J0 

•n > ijo 

t* > 0 lim 0 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

By inspection of equation (11), if Nr is large, the time-depen
dent temperature gradient will be large and the surface is noniso
thermal. On the other hand, for small NT, the change in surface 
temperature will be very small and the surface is nearly isother
mal. For the case of an infinite drop (?jo = «>), equation (11) 
becomes 

br 

b*8 

bz*2 for rjo = % 

where we have chosen the new dimensionless time T to be of M 
form 

T = t*NT = - Nr = 
hH 

kpC '17, 

The solution to equation (16) with the conditions (13) . | j . , 
and (15) is given in [33, p. 71] and is shown in Pig. 2 a-. |i„ 
curve marked qa. 

9 = exp (T) erfc (y/r) for 0 

For finite r/o, the temperatiu-e drop is smaller because of i-:i,J; ,i 
conduction effects. These curves were determined by a fin-i... 
difference solution of equation (11). 

Assuming the ratio of t/h is of order one, t/k = 0(1), th:ii i, 
sufficient time has occurred for the drop to enter the nuclenic. 
film boiling state, then the abscissa in Fig. 2 is equivalent t" A'. 

We label (arbitrarily) the region where Nr < 0.001 the "i-.,. 
thermal" region. For NT > 0.01 the surface will be "noni-,. 
thermal." The region between these two regions is labeled 11:. 
"intermediate" region in Fig. 2. 

From estimates of h and fe [4, 5], the relative positions of i|u. 
various surface material can be established in Fig. 2. From r,n. 
own high-speed movies, fo was estimated to be 0.01 sec, whi'li j 
in agreement with the reported measurements of Wachter j IS] 
The average heat transfer coefficient h was assumed to equnl <]< 
value associated with the DNB point (departure from nurlc-v." 
boiling). As seen in Fig. 2, aluminum falls in the isothii.Yi'1 

region, stainless steel falls in the intermediate region, and irla--
in the nonisothermal region. We realize that the measure-nun' 
of h and the calculation of h were for one fluid. We assume Ihi-.-
other fluids would fall only approximately in the same donriiu. 
thus Fig. 2 indicates only in a rough sense the domains of i| 
various materials. When actual data are manipulated in the 11151 
three sections of the report, j3 will be used as the correl-'lir..' 
parameter rather than NT because /3 has a unique value imli-
pendent of the fluid properties and U. 

Conduction Criteria. In correlating the experimental data \<i 1 • 
presented later, it is convenient to write Nr as the produci h" 
and /3 where 

fl'i 
^ kpC 

When ft approaches zero, for finite h~%, 

lim T„ = lim Tp = To '-•' 
(3—>0 NT—>0 

When condition (20) holds, the measured value of the Le:'li,:i-
frost temperature Theid. meas will be equal to the isothermal vuJ" 

168 / 

Table 1 Leidenfrost temperatures measured in [7], deg C 

Plate material 

Pyrex glass 
(3-4 rms) 

Stainless steel 
(3-4 rms) 

Aluminum 
(3-4 rms) 

Aluminum O-gauge 
(25 rms) 

Aluminum (fresh polish) 
(3-4 rms) 

Water 
0.032-ml drop 6-ml drop 
Th TL TL TL 

100°C 26°C 100°C 26°C 

500 

285 

>700 

285 

230 

155 

325 

235 

265 

>200 

325 

235 

Ethanol 
0.0125-ml 

drop 
TL TL 

78.5°C 26°C 
260 

~ 1 8 0 

155 

360 

190 

155 

157 

6-ml 
drop 

TL 

26°C 

157 

157 
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500 

400 

300 

200 

100 

0 

O Aluminum 
A Stainless steel 
o Glass 

Open symbols denote \ = 26° C 
Solid symbols denote T|_ = 78.5° C 

0.0125 ml 

Saturated 
-0.0125 m 

10 

ft 

_i_ixU 

1 0 . 
(sec)(cm4)(°C2) 

103 

CAL* 

I I I I ! j _ a 
10-' 10" 10" 

1 
kCp 

fir)(ft4)(°F2) 
Btu^ 

10" 

fig, 3 Effect of surface material on the Leidenfrost temperature of 
tlhanol 

of the Leidenfrost temperature TYeid.iBo under the conditions of 
the particular experiment. Tha t is 

lim Tuid, i 
(3->0 

= TLe (21) 

This key property group /3 = 1/kpC has been observed to be an 
important parameter in drop-impingement studies [5] and for 
fnin in Sow film boiling [6]. 

Part II—Experimental Surface Conditions 
Banmeister, Henry, and Simon [7] fabricated and instru

mented stainless-steel, aluminum, gold-plated copper, and 
Fyrex-glass heating surfaces to measure the Leidenfrost tempera-
tare of water and ethanol drops. Their results are tabulated in 
Table 1. Only some highlights of [7] that are pertinent to corre-
kting procedure will be discussed in this section. 

Effects of (3, rio, and Subcooling. According to Part I, for a par
ticular fluid the surface with the smallest /? will have the lowest 
measured Leidenfrost temperature. Plotting the data from 
Table 1 in Fig. 3, we see the expected decrease in the measured 
value of the Leidenfrost temperature for decreasing /3. Also, the 
measured values of the Leidenfrost temperature on aluminum 
»'«'e nearly the same for the 0.0125-ml and 6-ml drops, as ex
pected, since the initial liquid radius ?jo has a very small effect 

* the temperature drop in the isothermal region. 
As is seen in Fig. 3, saturated and subcooled drops had the 

same Leidenfrost temperature for small j3. Some early experi
mental results of Borishansky [8] confirmed that the Leidenfrost 
temperature is independent of subcooling. For the highly non
thermal glass surface, however, a large subcooling effect was 
sen. 

Surface Roughness. Hosier and Westwater [9] measured a 
:teady-state minimum temperature for water of 258 deg C on an 
*irninum surface which was polished with "O-gauge" emery 
»Per. This value was slightly higher than the measured Leiden-
''°3t temperature for a 6-ml water drop on aluminum (TLeid, meas 
* 235 deg C) shown in Table 1. 

( As documented in Table 1, however, the experimental results 
*•* the O-gauge roughened surface indicate a measured value of 
* Leidenfrost temperature of 265 deg C, which is for all prac-
ical purposes the same value as measured by Hosier and West-
*»ter. 

A recent paper by Cumo, Farello, and Ferrari [10] shows the 
toe trend for increased surface roughness. A coarse sand-

Water 
(0.032 ml) 

Ethanol 
(0.0125 mli 

Aluminum 
Stainless 
Pyrex glass 

Ik liquid 
temperature 

Fig . 4 flLeid, meas 

c2] 
as a function of/3 f o r f i 2 ^ of 0 .00175 [cal2/cm' l-sec-deg 

blasted surface has a Leidenfrost temperature 70 deg C greater 
than a smooth lapped surface. 

Minimum Temperature. Because of the agreement between the 
measured Leidenfrost and minimum temperatures just discussed, 
we suspect an equivalence between T^a and Tmin for saturated 
liquids. This will not be the case for subcooled liquids, for ac
cording to Bradfield [11] and Farahat [17], subcooling has a 
large effect on 27

mil, for a pool. Both report that Tmia increases 
linearly with subcooling. This is contrary to the results for 
drops as previously discussed in the part of this section on sub
cooling. The difference between pool and Leidenfrost boiling 
probably results from the fact that small subcooled liquid drops 
quickly heat to the saturation temperature, while a subcooled 
pool continually draws heat away from the boiling interface long 
after the initial contact between the liquid and the solid. There
fore, we postulate that ?'Leid equals Tmin for saturated liquids on 
isothermal surfaces, tha t is, 

lim Tm 
/s->0 

TL -> Tsat 

,iso = TLeid (22) 

Surface Fouling. The Leidenfrost temperature for water 
strongly depends on surface contamination, while the Leiden
frost temperature of ethanol does not depend on surface con
tamination. The Leidenfrost temperature of water on a freshly 
polished surface is approximately 152 deg C (Table 1), which is 
nearly 75 deg C lower than for the conventional contaminated sur
face. Peterson and Zaalouk [12] have also confirmed these ex
perimental results using a clean inert platinum wire. 

At present, this contamination effect is believed by the authors 
and others [31] to be brought on by the reaction of water with 
the fresh aluminum surface or by deposits from dissolved salts 
which form a residue on the surface after some liquid vaporizes. 
To the naked eye, however, the contaminated surface still looks 
clean and highly polished. 

Fart III—Correlation of Surface Conduction Effects 
Based on the concepts developed in Par t I of this paper, we can 

define a dimensionless Leidenfrost temperature as 

1\. 

lYe TL 

(23) 

with feoid, meas represented by the various curves shown in Fig. 2. 
Our previous estimates of h earlier in this paper lead to the 

following observation for the drops considered in Par t I I : 

Vo > 2 (24) 
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Observation of Fig. 2 indicates tha t for rjo > 2 the J?„ line is a 
good approximation for any value of r)0 from two to infinity. 
Thus, for practical problems, the r?„ line is used to represent 

eidi meas 

The - TL 

J- Leid, meas J- L 
— exp rfc V/? (25) 

Assuming h% equals 0.00175, equation (25) becomes 

"Leid, meas 
J- Leid, iao •*• L 

, meas J- L 

= exp (0.00175/3) erfc (0.042V/3) 

(26) 

As is seen in Fig. 4, equation (26) correlates the nonisothermal 
data of Table 1 for both saturated and subcooled water and 
ethanol on a stainless-steel and a Pyrex-glass surface. An a 
posteriori assumption is made here that equation (26) applies to 
other test fluids. A justification of this assumption will be made 
following the introduction of equation (27) in Par t IV of this 
paper. 

In Fig. 4 we have assumed that the isothermal Leidenfrost 
temperature equals the value measured on aluminum. This ac
counts for the aluminum data in Fig. 8 having a #LBid, me. s value 
of one. For water, the Leidenfrost temperature of a contami
nated aluminum surface was used, since the results for the stain
less-steel and glass surfaces were also contaminated. At this 
point we were interested in the relative effects of the various 
surfaces on the Leidenfrost temperature and not the value that 
would occur on a clean surface. 

Now we shall consider the prediction of the isothermal Leiden
frost temperature. 

Part IV—Correlation of the Isothermal Leidenfrost Temper
ature on Clean Smooth Surfaces 

From numerous references, the Leidenfrost and minimum 
(saturated data) temperatures for many liquid-surface combina
tions are displayed in Table 2 for smooth clean surfaces. The 
data in the literature which have a high degree of surface rough
ness, contamination, or subcooling were excluded. For example, 
the contaminated water data in Table 1 are not used. The data 

from contaminated surfaces will require further study as discusspj 
in [7, 31]. W 

In predicting the minimum or Leidenfrost temperature, ei(,h„ 
Berenson's [13] correlation or Spiegler's theory [14] might l' 
used. Both theories, however, have a common drawback in fi, ~ 
they don't account for the thermal properties of the solid. Q0'" 
sequently, in applying either theory, we will correlate isotherm'' 
data in which thermal surface properties effects have been rd, 
moved. Although we cannot measure the isothermal tempen. 
ture, we can calculate the isothermal value by rearranging eqna 

tion (26) as follows: 
^ Leidi iso ~ , meas TL) exp (0.00175/?) erfc (0.(M2Vft 

(27) 

The estimates of T^a, iso are given in Table 2. Further justifi
cation of the universality of equations (26) and (27) can be found 
by comparing the calculated isothermal Leidenfrost temperatuft 
in Table 2. In particular, the correction for the liquid-nitrogen. 
Teflon combination, although quite large, gives nearly the sam> 
isothermal Leidenfrost temperature as the liquid-nitrogen, 
copper surface. 

Berenson's Model. Based on a hydrodynamic model of the film 
boiling process, Berenson [13] has derived a correlation for the 
minimum temperature of re-pentane and carbon tetrachloride 
Unfortunately, subsequent research showed that this correla
tion does not work for cryogenic fluids [15], liquid metals [](>], 
or water [9]. For example, Berenson's equation [13] predicts a 
low minimum temperature difference of 51 deg C for saturated 
liquid sodium, while the experimental value [17] is near 440 cleg 
C. For liquid nitrogen, Berenson's theory predicts a high mini
mum temperature difference of 48 deg C, while the mensural 
value falls in the range [15, 16] of 14 to 29 deg C. This failure-
suggests that the hydrodynamic phenomena associated with TK, 
is an effect rather than a cause. In addition, the wavo moi! 
required for Berenson's equation does not apply to small drop; 

Spiegler's Theory. In contrast to the hydrodynamic mode). 
Spiegler's model [14] assumes that JYeM (or Tmiu) is a thermo
dynamic state property of the fluid in which the minimum tem
perature corresponds to the maximum superheat temperature irf 
a liquid. Spiegler et al. used a Van der Waals equation of state 
for a liquid to determine the maximum superheat. Their theory 

Table 2 Clean smooth Leidenfrost and minimum data for saturated liquids 

Refer
ence 

20 
. 2 1 

21 
22,23 

24 
17 

Table 2 
12 

Table 2 
13 
25 
13 
25 
26 
26 
15 
27 
28 
29 
18 
32 
30 

Fluid 

Hg 
Hg 

Hg 
K 
K 
Na 
water 
water 
ethanol 
pentane 
carbon tet. 
carbon tet. 
Freon 113 
Freon 11 
Freon 11 
liquid N2 
liquid N2 
liquid N2 
liquid N2 
liquid N2 
liquid N2 
liquid He I 

Surface 

Ta 
columbium-

1% Zr 
Cu 
Ta 

stainless 
Ta 
Al 
P t 
Al 
Cu 
Al 
Cu, 
Al 

stainless 
Teflon 

Al 
Cu 
Cu 
Cu 
Cu 

Teflon 
P t 

Type 
experiment 

drop 
drop 

drop 
drop 
pool/plate 
pool/sphere 
drop 
pool/wire 
drop 
pool/plate 
pool/plate 
pool/plate 
pool/plate 
pool/rod 
pool/rod 
drop 
pool/torus 
pool/cylinder 
pool/sphere 
pool/sphere 
pool/sphere 
pool/wire 

Measured 
Leidenfrost 

tempera
ture, K, 
^ Leid.meas 

843 
856 

967 
1588 

874 
1600 
426 
423 
428 
368 
432 
435 
399 
375 
442 
91 
94 

104 
96 

106 
200 

4 . 5 1 ' 

Calculated 
isothermal 
Leidenfrost 

tempera
ture, K, 

equation (27) 
J- Leid. iao 

811 
827 

950 
1505 
825 

1534 
423 
423 
421 
365 
425 
431 
392 
357 
334 

89 
94 

103 
94 

104 
105 

4.51 

0 For liquid He I, the value given was estimated from constant heat flux data 
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Symbol Fluid 

Hg 
Hg 
Hg 
K 

o 
& 
» 
a 
& 
o 
A 

A 

A 

Q 

0 
• 

D 

Na 
H20 
H20 

Ethanol 
Pentane 
Carbon Tet 
Carbon Tet 
Freon 113 
Freon 11 
Freon 11 

Surface 
TA 

Columbium - 1 
Cu 
Ta 

Stainless 
Ta 
Al 
Pt 
Al 
Cu 
Al 
Cu 
Al 

Stainless 
Teflon 

Symbols Fluid Surface 

Zr 

1000 

100-

— e 

10 000 

1000 

100 

10 

=̂  

^ 

1 
lllhl 

==-

~ l . 

D 
• 
d 
D 

,!„ 

LN2 Al 
LN2 Cu 
LN2 Teflon / 

L He I Pt / 

yt 

/ v Theory (eq. (28) 

1 IUIII 1 t 1,1.1.1 1 . ! ,1,1,1 
100 1000 10 000 

Thermodynamic critical temperature, TCR|j, °R 

M i l l I.1.I.I.1 i i l i i i lJ 1 . 1 
100 1000 4000 

Fig, 5 Isothermal Leidenfrost temperature as a function of the critical 
temperature for smooth uncontaminated surfaces and saturated liquids 

o 
9 

a 
o 
A 
A 
A 

0 

0 
• 
a 
D 

m 
a 

Hg 
Hg 
K 
Na 

H20 
H20 

Ethanol 
Pentane 
Carbon Tet 
Carbon Tet 
Freon 113 

1N2 

LN2 

L He I 

Ta 
Cu 
Ta 
Ta 
Al 
Pt 
Al 
Cu 
Al 
Cu 
Al' 
Al 
Cu 
Pt 

10 000 

dynes cm' 

Fig. 6 Correlating effect of solid-liquid surface energy ratio for pure 
metals and saturated liquids 

m* Leid, ieo 27 ., , . 
1 Leid, iao = — = •ZZjkVs/O'Lv) 

J. crit o£ 
(29) 

Experimental values of the liquid surface tension are well 
documented; however, because of a lack of experimental evidence 
we must use theoretical estimates to determine the surface ten
sion of the solid. The surface tension of a solid, <rs, in a vacuum 
can be expresed as 

<rs = E + T (30) 

indicates that at pressures well below the critical pressure 
CP/P. - 0) 

Theid, 
27 

32 
Ta (28) 

The isothermal Leidenfrost temperatures listed in Table 2 are 
plotted against Tmtt. 

As can be seen in Fig. 5, equation (28) correlates the cryogenic 
fluid with good accuracy; however, a large discrepancy exists 
between experiment and theory for the liquid-metal data, as well 
M for carbon tetrachloride and water. This error may arise 
amply because the simple Van der Waals model of Spiegler's 
(ueory does not account for the more complex structure of the 
'KlUid metals and the need for considering liquid and solid surface 
energies. 
Uquid Surface Energies. Observation of the data displayed in 

'% 5 indicates tha t liquid surface energy (surface tension) may 
'Mount for much of the discrepancy between theory and experi-
"telt. Liquid metals, water, and carbon tetrachloride, which 
«iow large errors, all have higher values of surface tension than 
™ the fluids like helium, nitrogen, and pentane that are accu
rately correlated by the theory. In particular, mercury, with the 
'"guest value of surface tension, shows the largest difference be-
"een experiment and theory. Furthermore, the isothermal 
•^denfrost temperature seems also to be a function of the solid's 
5Wace tension. For example, we observe in Table 2 that for 
•rcury different surface materials lead to variations in the iso-
'"ermal Leidenfrost temperature. 

As a result of these experimental observations, we now modify 
Nation (28) by assuming 

where E is the total energy of the surface. From estimates, the 
surface tension gradient term in equation (30) is assumed small; 
thus 

as~E (31) 

Semenchenko [19] shows tha t for a variety of theories 

Ea(p/A)'^ (32) 

where A is the atomic weight. Therefore, equation (29) becomes 

r*Leid. iso = J(P/A)' 

27/32 ; \ aLV 

••/>* 

(33) 

The experimental data are plotted as a function of the solid to 
liquid surface energy ratio in Fig. 6. Only the pure metals (ele
ments) are plotted in Fig. 6, since equation (32) does not account 
for the effects of alloyed elements. An estimate of as will be re
quired for alloy surfaces. As is seen in Fig. 6, the equation for 
the isothermal Leidenfrost temperature of the form 

27 
-f Leid, iao = — 1 o! -(--[^J")) (34) 

provides a good correlation of the existing data. 
The shaded data points in Fig. 6 indicate that experimental 

data exists for a liquid on two different surfaces. In all cases, the 
isothermal Leidenfrost temperature increases for increased sur
face energy. Similarly, the dimensionless isothermal Leidenfrost 
temperature T*Leid, iso decreases for increased liquid surface ten
sion. In the limit of large surface energy and small surface ten
sion, the measured value of the isothermal Leidenfrost tempera-
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8000 

1000 k 

100 

10 

4 

10 000 

nlOOO 

100 

10 

Symbol' 

0 

• 
a 
0 
A 

A 

A 
0 

0 

* 
a 
D 

a 
Q 

.Fluid 

Hg 
rig 
K 
Na 
H20 
H20 

Ethanol 
Pentane 
Carbon Tet 
Carbon Tet 
Freon 113 

LN2 

LN2 

L'Hel 

Surface 

Ta 
Cu 
Ta 
Ta 
Al 
'•Pt 
Al 
Cu 
Al 
Cu 
Al 
Al 
Cu 
Pt „ 

Thermodynamic critical temperature, Tcrj(,
 UR 

i I mill 
100 1000 4000 

°K 
Fig. 7 Energy corrected isothermal Leidenfrost temperature as a func
tion of the critical temperature for smooth uncontaminated pure metallic 
surfaces and saturated liquids 

ture will approach the value predicted by Spiegler et al. [14]. 

27 
l i m Theii, i80 — —: Tcr i t (35) 

Figure 7 also shows that introducing the solid-liquid surface 

energy function as given by equation (34) brings experiment and 

theory together. 

The ratio O~S/O-LV shown in the previous equations can also be 

expressed in terms of the liquid contact angle fic. The relation

ship between fic and (TS/<TLV can be determined by combining the 

classic Young equation and the recent theory of Good and Giri-

falco [34], which relates the solid-liquid interface tension to <rs 

and O~LV- This combination yields 

v. /c 
0~LV \ 

+ 1 + f\ 
2 $ 

(36) 

where $ is a function of the molecular properties of the liquid and 

solid and where ip is the ratio of the equilibrium spreading pres

sure (cr, — <rs„) to tJhv- In many practical cases, ip o a n be ne

glected. 

Final Correlating Equation. We can now combine equations (26) 

and (34) to give an expression for the measured Leidenfrost (or 

saturated minimum) temperature as follows: 

27 

32 
^ c r l t exp I —0.52 

'lOHp/A)V«' 

"•) 
exp (0.00175/3) erfc (0.042V/3) 

+ Th 

(37) 

Conclusions 
The thermodynamic critical temperature, solid-liquid surface 

energy ratio, and thermal properties of the solid are all important 

parameters in correlating the Leidenfrost and minimum temper 

tures on'smooth clean surfaces. 
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Laminar Film Condensation on a Sphere 
A boundary-layer analysis is made for laminar film condensation on a sphere. Simi- 'i 
larity transformations are made for two cases. The first case includes both the inertia | 
forces and heat convection; the solutions are valid in the upper stagnation region. The ^ 
second case excludes the inertia forces; the solutions are valid over the entire surface for $ 
high Prandtl numbers. Results of heat-transfer rate, condensation rate, and film I 
thickness are presented. Comparisons with a vertical plate and a horizontal cylinder | 
are discussed. 1 

Introduction 

T, I H E PROCESS of heat and mass transfer during film-
wise condensation of a vapor has been investigated extensively 
since the early studies of Nusselt . A number of systems, such as 
plate, tube, and bank of tubes, have been studied under various 
conditions. Improvements on Nusselt 's simple model have been 
made by many investigators. For example the boundary-layer 
analysis was applied to laminar film condensation on a vertical 
plate and on a horizontal cylinder by Sparrow and Gregg [1, 2] . 1 

Their analysis has revealed the role of inertia forces and heat con
vection which were neglected in Nusselt 's model. The boundary-
layer approach was later extended to include the shear forces at 
the liquid-vapor interface [3]. The boundary-layer analysis is 
based on the similarity consideration. Similarity solutions, 
however, are obtainable only for certain classes of geometries 
with certain boundary conditions. In particular, the geometry 
of a sphere does not belong to this category. However, in 
practice the spherical body is a common engineering element fre
quently employed in heat-transfer processes. 

The present investigation reports a boundary-layer approach 
for laminar film condensation over spheres. I t will be shown 
tha t an exact similarity solution exists in the stagnation region 
only if both the inertia forces and heat convection are included. 
A similarity solution can also be obtained for the entire spherical 
surface if the inertia, forces are neglected. Utilizing numerical 
solutions the heat- and mass-transfer results are presented over 
the Prandt l number range from 100 to 0.03. 

Analysis 
Governing Equations. The system under consideration is shown 

in schematic view in Fig. 1. The arc length x is measured along 
the surface of the sphere and has its initial value of zero at the 
upper stagnation point, and y is the normal distance from the 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 19, 1972. Paper 
No. 72-HT-R. 

Fig. 1 Coordinate system 

surface. I t is assumed tha t the sphere is situated in a large body 
of pure vapor which is a t its saturation temperature t,. The 
surface of the sphere is maintained a t uniform temperature t„ 
which is less than t,. A thin layer of condensate in the form 
of a continuous film runs downward over the sphere. For 
laminar film condensation the governing equations for steady, 
nondissipative, axisymmetric, constant-property flow are as 
follows: 

d d 
— ( w ) + — (vr) = 0 
ox by 

bu bu bhi g(p — p„) . 
u \- v — — v — H sin A 

ox dy oy2 p 

bt bt bH 
u (- v — = a — 

da; by by1 

(1) 

(2) 

(3) 

The boundary conditions are 

U = 0 !; = 0 t = tv, 

bu 
— = 0 t = t, at 

at y = 0 

y = 8 

(4) 

(5) 
by 
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ffhor8 

bale"0 

the local film thickness 5 is determined by an energy 
•e at the liquid-vapor interface: 

by 
= phis. ± C6 

r dx J 0 

urdy (6) 

c-milarity Transformation. The continuity equation (1) is im-
rliately satisfied by the stream function SP" in the following way: 

1 & , T 1 d / T % 
u = ( * r ) v = (Wr) 

r dy r da; 
(7) 

To obtain similar solutions a new independent variable ??, a velocity 
function /, and a dimensionless temperature 8 are proposed as: 

V = yC^G{X)/R (8) 

*• = vCV'HiXWv) (9) 

0 = (« - *,)/«„ - *.) (10) 

C = g(p - pv)R»/pv* (11) 

where G(X) and H(X) are undetermined functions of the dimen
sionless coordinate x/R. From equation (7) the velocities are 

(vCl/*/R)H(X)G(X)f 

yC"/4 

R 

~H dO fdH \ ~| 

(12) 

(13) 

Substitution of equations (8)-(13) into equations (2) and (3) 
gives the momentum and energy equations as 

HGf •'" + ( 
dH 

HG2 — + H2G2 cot 
dX 

Xjff" - HG~(HG)f'2 

+ »f (££ + -")>--
+ sin X = 0 (14) 

0 (15) 

In order that equations (14) and (15) be made ordinary differen
tial equations, it is required that factors which depend on X be 
eliminated. Specifically it is necessary tha t 

HG3 = a sin X 

HG2 (— + H cot X J = 6 sin X 

HG — (HG) = c sin X 
dX 

1 (dH \ 
- I — + H cot X ) = e sin X 
G \dX / 

(16) 

(17) 

(18) 

(19) 

where a, 6, c, and e are constants. An inspection of the above 
four equations shows that equation (19) is not independent, i.e., 
e = b/a. Thus three equations remain for determining the two 
unknowns G( X) and H{X). 

Determination of Functions G(X) and H(X). The problem of ob
taining unique solutions of the two functions is the same as that 
encountered in film condensation around a horizontal cylinder 
[2]. I t can be shown that unique solutions exist only in the 
upper stagnation region. In this region it is assumed that 

sin X = X and cot X = 1/X 

Equations (16) to (18) thus become 

HG3 = aX 

HG' 
/dH H\ _ 

\dX + Xj ~ 
bX 

The constants 6 and c are related, i.e., 6 = 2c > 0. 
solutions are 

G = ah/c'1 = 1 

H = c'/'X/a1/* = X 

(20) 

(21) 

(22) 

The unique 

(23) 

(24) 

The constants are selected as a = 1, 6 = 2, and c = 1. Thus the 
transformation yields truly ordinary differential equations in the 
upper stagnation region. 

For large X no unique solutions can be obtained. Integrating 
equation (18) gives 

HG = [2(1 - cosX)] 1 / 2 (25) 

Substituting G from equation (25) into equation (16) yields the 
first set of solutions 

Gl = ( - _ _ J 
H = p ( l ~ «>s X] 

1 L 1 + cos X 

(26) 

(27) 

Substituting G from equation (25) into equation (17) yields the 
second set of solutions 

n (1 + cos xy/* 
G2 = \ < — r - ) 

= 1-4(1 - c o . Z ) T -

L 1 + cos X J 

(28) 

(29) 

Functions Gi, G2 and functions Hi, Hi approach equations (23) 
and (24) respectively as X approaches zero. Comparison of these 

-Nomenclature* 
c = 
h = 
A = 
/ = 

8 = 
6 = 

h = 

ff = 

h = 

dimensionless parameter, equa
tion (11) 

heat capacity at constant pressure 
diameter of sphere 
dimensionless velocity function, 

equation (9) 
acceleration of gravity 
function of X appearing in defini

tion of/ 
heat-transfer coefficient 
latent heat of condensation 
function of X appearing in defini

tion of 7) 
thermal conductivity 
condensation rate 

Nu 
Nu 
Pr 

9 

R = 
t = 

U = 
tit> == 

u = 
v = 
X = 

local Nusselt number 
average Nusselt number 
Prandtl number 
local heat flux 
radial distance from symmetrical 

axis, Fig. 1 
sphere radius 
temperature 
vapor-saturation temperature 
wall temperature 
velocity component in x direction 
velocity component in y direction 
coordinate measxvring distance 

along circumference from upper 
stagnation point 

X = dimensionless coordinate, x/R 

y = coordinate measuring radial dis
tance outward from surface 

a = thermal diffusivity of condensate 

5 = condensate film thickness 

t) = similarity variable, equation (8) 

6 = dimensionless temperature, equa

tion (10) 

p. — dynamic viscosity of condensate 

v = kinematic viscosity of condensate 

p = density of condensate 

p„ = density of vapor 

>&" = stream function, equation (9) 
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Fig. 2 The functions G(X) and G(X)H(X) 

functions is shown in Pig. 2. The two sets of solutions are ap
proximately, but not rigorously, equal in the upper portion of the 
sphere. 

The difficulty of obtaining unique solutions at larger X can be 
removed by neglecting the inertia forces in the momentum equa
tion. I t has been demonstrated, for the cases of a vertical plate 
and a horizontal cylinder, tha t the inertia forces are significant 
only for fluids of low Prandtl numbers [1, 2]. Therefore it is 
reasonable to assume that for the case of a spherical body the 
inertia forces can be neglected at least at high Prandtl numbers. 
Equation (14) is thus simplified as 

HOf" + sin X = 0 

To obtain the similar solutions it is required tha t 

HG* = A sin X 

dE 
dX 

+ H cot X = BG sin X 

(30) 

(31) 

(32) 

where A and B are constants. The functions G(X) and H(X) are 
uniquely determined by the above two equations: 

(sin X) 

Hs = (~A1/3Bl) V s i n X 

and 

-r 
Jo 

(sinXf/'dX 

(33) 

(34) 

(35) 

The subscript 3 is used to distinguish the solutions from those ob
tained in equations (26)-(29). The functions G3 and Hs are in
cluded in Pig. 2 for comparison. Constants A and B have been 
selected as 1 and 2 respectively to provide an agreement with the 
exact solutions, equations (26) and (27), at X = 0. I t is seen 
that they compare favorably with the other two sets of solutions 
along the upper portion of the sphere. Near the lower stagna
tion region, a large difference occurs for the H functions. How
ever, in this region, the boundary-layer analysis may not be valid 
because of the dropping of the condensate from the sphere 
surface. 

Final Equations. The final form of the momentum equation is 

/ ' " + 2 / / " - f* + 1 = 0 (36) 

when inertia forces are included, and 

/ ' " + 1 = 0 (37) 

when inertia forces are excluded. The energy equation is 

6" + 2 P r / 6 " = 0 (38) 

C p A T / h f i | 

Fig. 3 Heat-transfer results 

The boundary conditions are 

/ = 0 / ' = 0 0 = 1 

/ " = 0 (9 = 0 at 

and 

Cp\la tin) 2JM 
0'(v>) 

at 

at t) — 0 

n = vs 

V = Vs 

(SO) 

I'm, 

Knowing the velocity and temperature distributions, tin- ••ir-
cumferential heat-transfer rate can be determined as 

Nu pv* 
lM 

-2d'(0)6(X) ' « j 
.g(p - Pv)R"_ 

where the Nusselt number is based on the diameter of the splu're 

h2R 2R dt 
Nu = 

k- (ia~ t.) i 

The average heat-transfer rate is defined as 

: • « ) 

"if 
x Jo 

hdx Nu 
ItiR 

k 

The average Nusselt number is thus expressed as 

Nu h(^^T--mo)iSo GdX 

Another quantity of practical interest is the condensation r.-ilf. 
The condensation rate is defined as the total mass rate of "••>n-
densation up to some angle on the sphere and is computed l>v ll"-? 
integration of the velocity profile, i.e., 

2irrp f 
Jo 

udy 

In dimensionless form it becomes 

m/2-n-Rn = H(X)f(r,s) 

The local film thickness is determined from equation (8) 

8 VgiP - Pv)R3 

R L pv2 

lA 

G(X) 

An inspection of the above equations (42)-(48) shows that all ""' 
quantities depend on the functions G(X) and H(X). Henci' i:-t 
analysis provides exact results if the unique solutions of G ai •: " 
exist. Specifically, exact results are obtained: (a) in the xil*PL'r 

stagnation region regardless of Prandtl numbers and (b) over '•''•' 
entire surface for fluids of high Prandt l numbers. Uncertain1" 
arise only at low Prandtl numbers, for which the inertia !••'*" 
are comparable to the viscous forces. 
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Discussion o! Results 
There are two parameters involved in the condensation process: 

the Prandtl number and the subcooling term cv(t, — tw)/h{s. 
Numerical solutions were obtained for four Prandtl numbers: 
100, 10, 1, and 0.03 in the range of cp(t, - tw)/hla from 0.001 to i . 

The heat-transfer results are shown in Fig. 3. The Nusselt 
number increases with Prandtl number and decreases with the 
increase of subcooling. I t is interesting to note that for Pr > 1 
solutions obtained from equation (36) (with.inertia forces) are 
practically identical to those obtained from equation (37) (with
out inertia forces). The inertia forces thus have no significant 
effect for Pr > 1. This result agrees with tha t found for a verti
cal plate and a horizontal cylinder [1, 2]. At low Prandt l num
bers it is known that inertia forces decrease the heat-transfer rate 
»t higher subcooling, as indicated in Fig. 3 for Pr = 0.03. 

Variations of the dimensionless film thickness and condensa
tion rate are shown in Figs. 4 and 5 respectively. The effects of 
Prandtl number and subcooling on these two quantities are just 
opposite to tha t on heat-transfer rate. This indicates, as in other 
^ses, tha t the liquid film exhibits the main thermal resistance, 
"he heat-transfer rate is reduced as the film becomes thicker. 
"H the other hand the condensation rate increases with the film 
"Hckness. Again, the inertia forces have no significant effect on 
Win thickness and condensation rate for Pr > 1. At low Prandt l 
"Umbers, Pr = 0.03, including the inertia forces yields a thicker 
n'tn and less condensate. A detailed calculation shows tha t the 
ai*iouut of condensate is determined by the film thickness and by 
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the liquid-velocity distribution. The inertia forces greatly re
duce the liquid velocity and slightly increase the film thickness. 
The net effect is a smaller condensation rate. 

The circumferential variations of the local Nusselt number, the 
average Nusselt number, the film thickness, and the condensa
tion rate are shown for two representative cases in Figs. 6 and 7. 
In both cases the inertia forces were neglected, i.e., Os{X) and 
HS(X) were used in computation. The heat-transfer rate is 
highest at the upper stagnation point. Both the local and 
average Nusselt numbers decrease monotonically along the cir
cumference of the sphere. The local Nusselt number reaches 
zero at the lower stagnation point. The film thickness, starting 
from a finite value at the upper stagnation point, grows rather 
slowly over the upper portion of the sphere and then increases 
quite rapidly over the lower portion of the sphere. At the lower 
stagnation point it becomes infinity, as the analysis indicates. 
This may be interpreted as the dropping away of the condensate 
from the surface. The condensation rate exhibits approxi
mately the same behavior as does the film thickness. The con
densation rate starts from zero at the upper stagnation point and 
increases rapidly along the circumference of the sphere. I t 
reaches infinity at the lower stagnation point. 
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Finally, it is proposed for practical applications tha t the heat-
transfer rate is proportional to [Pr hfs/cp(ts — Ml'A, i-e., 

Nu/C1/* = K[Pi htJcp{t, - M ] 1 / 4 (49) 

The constant K has been determined empirically from the 
numerical results for three cases: 

K = 1.8465, upper stagnation point 
K = 1.7354, average over the upper hemisphere 
K = 1.3499, average over the entire sphere 

The uncertainty of equation (49) is within 2 percent of the range 
of cp(ts — tw)/hfg from 0.001 to 1 and Pr > 1. 

Equation (49) can be written in an alternate form. For the 
Nusselt number at the upper stagnation point it is 

Nu = 1.098 
g{p - p,)hfsD

3' 
(50) 

(51) 

kv(t, - tw) 

The average Nusselt number over the upper hemisphere is 

L hv{U - tw) . 

The average Nusselt number over the entire sphere is 

Wu = o.803 r r f P - ^ f t f ' T ' ( 5 2 ) 
|_ kv(t, — tm) J 

I t is interesting to compare the overall Nusselt number of a sphere, 
equation (52), with that of a vertical plate and a horizontal 

cylinder. From [1, 2] we have 

~g(p 
Nu = 0.943 

p«)h„L* 
h>{t. - tw) 

for a vertical plate of height L, and 

~B(P - p 
Nu = 0.733 

_ kv(t. 

^ D 3 T A 

- U.) J (.")!: 

for a horizontal cylinder of diameter D. Therefore, for a given 
Prandt l number and subcooling, the average Nusselt number nf n 
sphere of diameter D is 8.8 percent higher than that of a horizoni •;] 
cylinder of the same diameter D, and is 17.6 percent lower ilian 
that of a vertical plate of height D. 

I t should be pointed out that there are certain conditions for 
which the analysis does not apply. For example the surface-
tension term which is neglected in the momentum equation can 
be important for small spheres. Bromley [2] has indicated I li.-ii 
the surface tension also produces droplets covering appreciable 
areas on the lower stagnation region. 
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-Discussion-

J. H. Lienhard2 and V. K. Dhir3 

We wish to point out a prior publication on this subject. In 
1970 we solved the problem of laminar condensation on a sphere.4 

That paper showed how to replace g with an effective gravity, 
<7eff, in the Nusselt-Rohsenow expression for condensation on a 
vertical plate. Thus the expression 

where 

Nu = 0.707 

g«tt = xigr)'/* 

'geti(p - p»)h;g'x
s~ 

kv{U — tw) 

/ s r*/3 dx J»x 

(55) 

(56) 

gave the condensing heat transfer on any axisymmetric (or plane, 
if r -*• oo) body with any variation of gravity, g{x), along the x 
coordinate. We worked out eight examples, including the sphere, 
for which the result was 

Nu = 0.785 
j~ff(p ~ Pv)h,f0'D 

[_ kv(t, — t„) 

q'A 
(57) 

Three points should be made in comparing this result with 
Professor Yang's: 

1 His equation (52) is 2.3 percent above our result. One 
might feel that his full boundary-layer treatment has provided 
a minute improvement over our simple adaptation of the Nus
selt-Rohsenow computation. 

2 Professor, Boiling and Phase-Change Laboratory, Mechanical 
Engineering Department, University of Kentucky, Lexington, Ky. 

3 Research Associate, Boiling and Phase-Change Laboratory, 
Mechanical Engineering Department, University of Kentucky, 
Lexington, Ky. 

4 Dhir, Vijay, and Lienhard, John, "Laminar Film Condensation 
on Plane and Axisymmetric Bodies in Nonuniform Gravity," JOUR
NAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 93, No. 1, 
Feb. 1971, pp. 97-100. 

2 However, in finally obtaining equation (52), he has negle' i evi 
the sensible heat absorbed by the film. The latent heat !'••.' 
condensation should be corrected to 

hfll'==hfl,+ 0.68cpAr .."i": 

so part of his improvement has already been lost in this omist-i"M. 
3 The only real ground gained by the present analysis W"'iii! 

then appear to be that it can be used when Pr is well below unii \ -
a regime in which the Nusselt-Rohsenow analysis fails. B"W-
ever, even that is misleading. As we pointed out in our pai'i-i', 
this region is one in which neither analysis can be used beam-'1 

of temperature-decrement problems that enter at the outer, in 'ef
face when Pr is small. 

Author's Closure 
The author would like to thank Drs. Lienhard and Dhir ;i''' 

their comments on the average Nusselt number over a sphoifc 
The agreement or disagreement between the full boundary-L-y'1' 
treatment and the Nusselt-Rohsenow treatment is well es• •• •',_ 

lished for the cases of a flat plate and a horizontal cylin'l''1'-
Condensation on spheres is under the same situation. I t shcnW 
be pointed out that the boundary-layer treatment possess.'- •' 
certain advantage in describing the local variations of heat •""" 
mass transfer rate, particularly near the upper stagnation pnim-
For example, the assumption that 8 = 0 at x = 0 is not requii'™ 
in the boundary-layer treatment but is necessary for the Dliir • 
Lienhard analysis. This assumption is not realistic and W" 
introduce a certain error on the average Nusselt number. 

The correction of the latent heat for condensation is neecsN'1.1 

only if the subcooling parameter (cpAT) is comparable with "/•• 
However, in most cases the sensible heat absorbed is much l''-~ 
than the latent heat transfer. Under these conditions, the " , i r ' 
rection does not provide significant improvement. 
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than the latent heat transfer. Under these conditions, the " , i r ' 
rection does not provide significant improvement. 

178 / MAY 1 973 Transactions of the ASME Copyright © 1973 by ASME

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E. E. ANDERSON1 

Assistant Professor, 
Department of Mechanical Engineering, 

Iowa State University, 
Ames, Iowa 

Assoc. Mem. ASME 

R. VISKANTA 
Professor. 

Mem. ASME 

W. H. STEVENSON 
Associate Professor. 
Assoc. Mem. ASME 

School of Mechanical Engineering, 
Purdue University, 

Lafayet te , Ind. 

Heat Transfer through Semitransparent Solids2 

The heat transfer through a plane layer of a semitransparent solid is investigated ex
perimentally for conditions under which the radiative transport must be considered. 
Temperature profiles measured with a Mach-Zehnder interferometer and the total heat 

flux are compared to rigorous analysis employing a rectangular multiband model of 
the spectral-absorption coefficient and simplified approximate techniques. Results for 
opaque and semitransparent boundary conditions are presented for three sample thick
nesses. Fused quartz is employed for the specimen, as its thermophysical properties 
are similar to those of several materials which are commonly exposed to severe thermal 
conditions, it has excellent high-temperature and interferometric properties, and its 
strong infrared absorption peak serves as a critical test of a band model. For the ex
perimental conditions which are considered, it is shown that the coupling of conduction 
and radiation cannot be neglected for the prediction of the heat transfer, although no ap
preciable influence on the temperature profile was observed. Approximate analytical 
techniques are shown to be accurate in this situation. 

Introduction 

L HEATING THE heat transfer in solids as if conduction 
were the only means of transport is erroneous when the tempera
tures are such tha t thermal radiation is significant and the solid 
is partially or completely transparent to this radiation. These 
conditions are frequently encountered in practice,. For example, 
radiative transport is known to be significant in the manu
facturing and processing of glass, particularly in the glass melting 
tank where energy transfer by thermal radiation commonly 
equals or predominates over tha t of other energy-transfer modes. 
During the heat-treatment of glass for stress relief or for the 
creation of residual stresses, radiative transport is an important 
but often neglected mode. Similar conditions arise in the growth 
of synthetic crystals from the melt and when semitransparent 
solids are exposed to high-energy laser radiation or atmospheric 
reentry conditions. 

A number of studies based upon the gray-absorption-coefficient 
model have been reported in the heat-transfer literature and serve 
*s the current means of evaluating coupled conduction-radiation. 
The gray approximation has been employed by Kellett [ l ] 3 and 
Walther et al. [2] for studying heat transfer-through glasses, 
'-olids, just as are other media, are not gray bu t have definite 
Absorption bands for which equivalent gray absorption coefficients 
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cannot be defined. Application of gray results to semitrans
parent solids is certainly open to question and investigations 
of the nongray effects are necessary for clarification. Geffcken 
[3, 4] recognized this problem and introduced an "effective 
radiative conductivity" based upon Rosseland's diffusion approxi
mation to incorporate the nongray effects of semitransparent 
solids. The error in the gray model for a specific glass has been 
demonstrated more rigorously by Gardon et al. [5, 6] using 
numerical zonal analysis. 

Although analytical studies have been extensive, fundamental 
experimental verification has been retarded by difficulties with 
instrumentation and creation of controlled experimental condi
tions. Nishimura et al. [7] have measured local temperatures 
in a plane layer of molten glass with thermocouples. Significant 
differences between their analytical predictions and experimental 
results can be attributed to the gray-spectral-absorption-co-
efficient model and radiation errors in the temperature measure
ments. To eliminate the radiation error, Eryou and Glieksman 
[8] have measured the temperature-dependent attenuation of 
a He-Ne laser beam traversing a layer of molten glass. Their 
measurements agree within the experimental error with multi-
band spectral analysis. Temperatures were not reported, how
ever, in the critical region near the boundaries. 

In order to simplify the prediction of coupled heat transfer, 
several approximate techniques such as the exponential kernel 
substitution, superposition of the pure radiative and conductive 
transfer, and others [9] have been suggested and evaluated by 
comparison to rigorous analysis using idealized absorption 
spectra. The lack of experimental data has precluded the 
realistic evaluation of these approaches. This study was under
taken to fill this need for experimental data on heat transfer in 
semitransparent solids and to evaluate some of the analytical 
techniques that have been proposed. 

Local temperatures and the total heat flux of a one-dimensional 

jQ«mal of Heat Transfer MAY 1 973 / 179 Copyright © 1973 by ASME

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



layer with either opaque or semitransparent boundaries are com
pared to predictions based on rigorous analysis employing a multi-
band and a simplified-band model for the semitransparent ab
sorption edge. Results predicted by the superposition of the 
pure conductive heat transfer and radiative surface exchange 
through the transparent spectral windows, and an "effective 
radiative conductivity" [10] approximation, are also compared 
to experimental and rigorous analytical results in order to ascer
tain their validity. The influence of the material thickness, 
temperature level, and surface emittance is demonstrated experi
mentally for the opaque boundary condition. For the semi-
transparent boundary condition, experimental results for dif
ferent material thicknesses and temperature levels are given. 

Analysis 
The physical system is a plane layer of an absorbing-emitting 

semitransparent solid of thickness t. I t is assumed that the 
solid is isotropic and does not scatter electromagnetic radiation. 
Two boundary conditions are considered. In one case the faces 
of the solid layer are in contact with either an opaque directionally 
emitting and reflecting isothermal heat sink at temperature Ti 
or with a similar heat source at temperature T2. This will 
be referred to as the opaque boundary condition. In the case 
of semitransparent boundaries, the layer is not in contact with 
isothermal bodies, but rather is irradiated by an energy source 
or sink which can be quite distant from the solid. Molecular 
energy transfer between the faces of the layer and heat source or 
sink may also be taking place. Radiation and optical properties 
are taken to be frequency-dependent for a general and realistic 
analysis. Frequency is used for the spectral variable since the 
wavelength in the surrounding medium is not the same as that 
within the solid if their refractive indices differ. 

Basic Equations. At steady state in the absence of internal heat 
sources, conservation of energy requires that 

d_ 

dx 

dT 
k(T) — + F 

dx ]-« (1) 

be satisfied. This implies that the sum of the conductive and 
radiative flux must equal the constant total heat flux. The 
radiative flux is defined by 

F(x) = 2TT f" if h+{x)ixdtx - f I,-
Jo {Jo Jo 

(x)fidny fiv (2) 

where Iv
+(x) and I„~(x) are the spectral intensity of radiation 

in the forward (/j, > 0) and backward (/x < 0) directions, re
spectively. As a result of internal emission of radiation, the 
intensity is coupled to the temperature distribution in the solid. 
This coupling is implicitly expressed by the equation of transfer 
[9] 

M 
dIy-> 

dx 
= K„[T%(T) - /„+] 0 < / x < l (3) 

MT) 
_ I 2fcW \ 
~ \WC<?T) 

Qiv/hTY 

exp Qiv/kT) (4) 

which is the ratio of Planck's function to the fourth power of the 
temperature. A similar relation can be written for the backward 
direction (—1 < fi<0). The simultaneous solution of equations 
( l ) -(3) for the local temperature subject to the appropriate 
boundary condition presents a number of practical limitations 
even for this simple physical situation. 

The spectral integration of equation (2) was accomplished by 
employing a multiband rectangular model [11] for the spectral-
absorption coefficient 

= Ki(T) Vi < V < Vi. (5) 

In principle this approximation can be made as accurate as 
desired by adjusting the number of bands. Numerically, the 
integrals over the domain of fj, may be evaluated with an ap
propriate quadrature such as tha t of Gauss. Physically, only 
a fixed number of directions fij which are selected in accordance 
with the quadrature rule are considered. The accuracy of the 
quadrature is determined by the number of discrete ordinates. 

In numerical form, conservation of energy for simultaneous 
conduction and radiation is then 

d_ 

dx 

dT m n 

-k — + 2TT X) E u>mAiii+(x) - lirb)] \ = o (6) 

For each band and in each of the discrete directions the forward 
and backward intensities must satisfy the equation of transfer 

dljj + 

dx 

dlij ~ 

dx 

Ki 
[T*fi(T) - J,7+] Q<m<l 

Hi 
[In-- Tft(T)] - 1 < W < 0 

(7a) 

(76) 

where Ji{T) is obtained by integrating equation (4) over the ith 
band. This system of 2ij + 1 nonlinear differential equations, 
with the requisite boundary conditions, was readily solved 
numerically by the method of successive approximations [12]. 

Boundary Conditions. In the case of opaque boundaries the 
presence of conduction insures continuity of temperature. The 
boundary conditions for equation (6) are then 

T(O) = Ti and T{t) = T2 (8) 

With semitransparent boundaries an energy balance on the inter
face gives the required boundary conditions. At the interface 
x = 0 this balance of the emission, absorbed irradiation, molec
ular energy transfer between the interface and heat source or 
sink, and conduction gives the boundary condition for the inter
face temperature 

-k 
dT 

dx 

where 

hiT, - r(0)] 

+ e„p<,{/opq(ri)ri
4 - UzlTmrm} = o (9) 

•Nomenclature-

Co = in-vacuo speed of light 
F = radiant heat flux, w/cm2 

FA = frequency-averaged 3-band 
model 

fv(T) — normalized spectral blackbody 
emissive power, equation (4) 

/opq(T) = fAT) integrated over the opaque 
spectral region 

h = heat-transfer coefficient, w/cm'-
deg C; Planck's constant 

I = intensity of radiation, w/cm2-
steradian 

MB 

N 

n 

it 

k = thermal conductivity, w/cm-
deg C; Boltzmann's constant 

= multiband model 
= conduction-radiation interac

tion parameter, k/4taT3 

= refractive index 
= pure conductive flux defined as 

kAT/t, w/cm2 

= total heat flux, w/cm2 

T = temperature, deg K 

t = thickness of layer, cm 

w = Gaussian-quadrature weights 

x = spatial coordinate across layer, 

cm 

e = surface emittance 

tope, = surface emittance in opaque 

coefficient, 
spectral region 

K = linear absorption 
1/cm 

jx = direction cosine 
v = frequency, 1/sec 
p = bidirectional surface reflectance 
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Fig. 1 Cross-sectional v iew of test assembly 

The last term is included to treat the opaque spectral ranges 
where thermal radiation is a surface phenomenon. According 
to electromagnetic theory the radiant flux, although directionally 
redistributed, is conserved across the interface in the transparent 
and semitransparent spectral regions. They are therefore not 
included in equation (9). 

The intensity leaving an opaque boundary is the sum of tha t 
emitted by the source or sink and tha t reflected by the interface. 
The intensity in the i th band and j t h direction must then satisfy 

/ .7+(0) = etMTOTS + 2JT wi/Mtpu (JJ,I-+ fij)Iir(P) (10) 

where pa (//; —»• jXj) is the bidirectional reflection function [13]. 
Semitransparent boundaries are also described by equation (10) 
if the bidirectional transmission function, obtained for example 
from Fresnel equations for an optically smooth interface, is sub-
stituted for the directional emittance. Expressions similar to 
equations (9) and (10) can be written for the interface at a; = t. 

Experiment 
Of the physical quantities that could have been measured ex

perimentally, the temperature distribution and total energy 
flux were selected. Local temperature is the more fundamental 
parameter from which the conductive and radiative heat flux 
may be calculated. The temperature distribution is typically 
not predicted accurately by an approximate analysis [10] and 
thereby serves as a critical evaluation of these approaches. The 
total energy flux is the primary heat-transfer quantity and was 
therefore measured independently. I t also serves as a check on 
the temperature measurements. In order to measure the tem
perature profile without interfering with the temperature and 
radiation fields or introducing a radiation error in the measure
ments, a Mach-Zehnder interferometer [14] was used. 

Fused quartz4 was selected for the experimental medium be
cause it has the desired interferometric, thermophysical, and 
radiation properties. Since it is dimensionally stable, workable 
to optical tolerances, relatively insensitive to thermal stress and 
shock, and has a refractive index which depends linearly upon 
temperature [15], it is an excellent medium for interferometric 
techniques. The thermal conductivity of fused quartz is similar 
to that of many amorphous solids while its softening point is 
significantly greater and it can withstand temperatures up to 
900 deg C without damage. Simulation of the conduction-
radiation interaction parameter N is then achieved without 
melting the medium or incurring convective transport. Fused 
quartz has an absorption peak in the near-infrared which is not 

4 Corning Glass, code 7940, optical grade. 

present in glasses. This peak provides a critical test of rec
tangular band models and approximate analysis based upon a 
rectangular band model. 

Test Assembly. Simulating one-dimensional heat transfer in 
an experimental apparatus of finite size presents a number of 
difficulties. Errors due to the energy losses from the edges can 
be minimized by a large length-to-thickness ratio. In the ex
periments the sample length is limited by the resolvable fringe 
density, proportional to the length, while a thick specimen is 
required for the conductive and radiative transfer to be of com
parable magnitude. Compromise length-to-thickness ratios from 
4 to 16 were used with thicknesses of 0.318 to 1.27 cm. Con
vective losses were reduced by placing the heater and sample in 
a vacuum chamber. The chamber could be evacuated to 3 mm 
Hg, which was limited by outgassing from the heater insulation. 
At this pressure, the Rayleigh number based on the distance be
tween the heater and sink is 100, thereby virtually eliminating 
free convection. Radiative edge losses were minimized by 
radiation shielding and application of a reflective gold film6 to 
the edges of the sample while leaving 0.635-cm windows which 
were polished to interferometric tolerances. 

Several designs of the heater assembly were tested for maximum 
operating temperature as well as uniformity across the radiating 
surfaces. The design illustrated in Fig. 1 was capable of pro
viding temperatures within 50 deg C of the recommended limits 
for fused quartz and proved to be the more uniform. Basically 
the heater consisted of a modified electric-crucible furnace with 
proportioning temperature controller in which an oxidized 
stainless-steel conical cavity was placed. The conical cavity 
irradiated the bottom of a type-303 stainless-steel sample heater. 
This heater had a 7.62-cm-dia base (about which a nichrome-
ceramic guard heater was wrapped in a machined groove) and 
a 5.72-cm square crown, the face of which irradiated the sample. 
V-grooves approximately 125 jj, deep were stamped into the 
radiating surface to minimize directional variations in its ra-
diosity. The heater was also oxidized at 650 deg C for several 
hours to increase its emittance. Transite insulation and a 
polished stainless-steel radiation shield held the heater in place. 
The heat sink was fabricated from a 99 percent copper plate. 
Like the heater, it had a 5.72-cm square crown, the face of which 
was painted with a high-temperature high-absorption paint.6 

Room-temperature water was circulated through a double-helix 
heat exchanger which was attached to the cooler by soldering. 
The cooler was held in position by a polished stainless-steel 
radiation shield mounted upon guide pins of variable height to 
accommodate samples of different thicknesses. 

The heater assembly was placed in a water-cooled cylindrical 
vacuum chamber. Optical ports were mounted to flanged 
stubs on the chamber walls. These stubs were cooled indepen
dently to minimize variations in the optical pathlength of the 
glass viewports. The chamber was set in a Mach-Zehnder in
terferometer of conventional rectangular design with 7.62-cm-
dia optics. A 5-mw He-Ne laser served as the light source. 
Prior to photographing, the interferogram was magnified with 
optical elements of long focal length in order that the fringes 
could be resolved. Interferograms were read with a coordinate-
measuring microscope.7 By repeated reading it was found tha t 
the interferograms could be read to within Vio of a fringe. 

Both high- and low-emittance opaque boundary conditions 
were studied. A high emittance was obtained by applying a 
coat of Pyromark paint to the interfaces and then setting the 
sample on the heater, whose V-grooves had been filled with 
powdered graphite. The low-emittance boundary condition was 
achieved by applying gold coatings directly to the test sample 
and then overcoating with Pyromark paint. The sample was 
mounted on adjustable pins and no coatings were applied for 

' Englehart Industries, Liquid Bright Gold. 
1 Tempil Corp., Pyromark paint. 
' Precision Tool and Instrument, Ltd., vernier microscope. 
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F' 2 Ty 'cal interferograms for 1.27-cm-thick specimen; (a) semitransparent boundaries, Tl = 218 deg C and T2 = 264
d~g~ C; (b) ~~aque boundaries, Tl = 526 deg C, T2 = 633 deg C, and E = 0.85; (c) opaque boundaries, T. = 317 deg C, T2 =
355 deg C, and E = 0.05

epoxy for the semitransparent boundaries as shown in the inter
ferogram of Fig. 2(a). With opaque boundaries the ~Ul'face

temperature of the heater was used.
Interferometric errors due to the refractive bending of t,!w rays

as they traverse the sample were eliminated with corrections
obtained from solutions of the eikonal equation. Thermal dis
tortion of the sample was corrected for with thermal strain anal
ysis. Deviations from a one-dimensional profile near the smnplc
edge introduce an error which was estimated from an interferQ
gram taken without the reflective gold coatings or radiation ~hield

surrounding the sample edges. By applying these corrections the
total temperature could be measured with an accuracy of 0.3 deg
C [18].

MB MODEL

~-f-I-L-,£!~ MODEL

hRANSPARENT

OPAQUE

10~-~--.-~--,--.-----,---,--.------,

Fig. 3 Spectral-absorption coefficient [17], six-band (MB) and three
band (FA) models of fused quart%

the semitransparent boundary condition. A vacuum gap be
tween the cool-sample and heat-sink interface was maintained
as illustrated in the interferograms of Fig. 2 to protect the in
strumentation. Necessary emittance and property data for the
coatings and fused quartz.were obtained from [16, 171.

Instrumentation. Instrumentation for the heater assembly con
sisted of several chromel-alumel type-K surface thermocouples
and a thick-film heat-flux sensorB surface-mounted on the heat
sink. The output of these transducers was measured with an
integrating digital voltmeter with an accuracy of ± 1 fJ.v. Cali
bration of the thermocouples was performed at the boiling point
of water and at the freezing points of NBS cadmium and an
thnony san'lples. With proper adjustment of the guard heater
and under the critical condition of maximum heating the dif
ference between the center and edge temperatures of the heater
and cooler was less than 10 deg C. The heat-flux sensor was
calibrated in situ by making the gap between the heater and
cooler without the test solid as small as possible and measuring
the heat transfer between the' surfaces. The uncertainty in the
emittance of Pyromark paint and oxidized stainless steel limited
the accuracy of this calibration to ±5 percent of the total energy
flux. During each data run this calibration was checked in the
conduction-dominant limit.

An infinite fringe, which was maintained throughout a test
by examining the pattern in the vacuum spaces about the sample,
was employed for the reference fringe pattern. The test fringe
pattern was then a map of the isotherms. Since the refractive
index of fused quartz varies linearly with temperature over a
wide range, the change in temperature from one fringe to the
next, AHe_Ne/(tcln/clT), was constant. The interferograms were
then readily interpreted by locating the fringes and independently
measuring one temperature of the sample. To obtain the one
temperature at the sample interface required for fringe interpreta
tion, a type-K thermocouple was attached with heat-setting silver

8 RDF Corp., microfoil heat-flux sensor.

Discussion of Results
Interferograms typical of the various boundary conditions me

presented in Fig. 2. Within the range of the windows loeated
at the center of the sample, the heat transfer is one-dimensional
as evidenced by the degree of parallelism between the fringes
and sample interfaces. Interferograms taken without thn radia
tion shields or coatings revealed a region next to the edgeH of
moderate lateral temperature gradient. The extent of this rngion
was about the same as the sample thickness. Under the more
severe thermal conditions the edge was 15 to 20 deg C cooler tlllLn
the center. This is a result of the heat losses from thn ellges
and the temperature variations across the heater surface.

The local temperature gradient is proportional to thn fringe
spacing. It is apparent from the interferograms that there is
only a small variation in the temperature gradient across the
sample. In contrast, gray analysis predicts perceptivn depar
ture from the pure-conduction temperature profile when the con
duction-radiation interaction parameter N is on the order of
unity [19]. Experimentally this was the condition, see Tahln 1,
but the influence of the coupling of conduction and radbtion on
the local temperature was not as pronounced as that of gmy
theory.

Local Temperatures. The spectral-absorption coefficien t of
fused quartz and the multiband (MB) approximation employed
in the analysis are illustrated in Fig. 3. Within each band the
absorption coefficient was determined by a frequency-avemging
of the spectral-absorption coefficient computed from the spnetl:al
transmission data of [17]. With the exception of the absorptIOn
peak at 7J = 1.12 X 1014 sec-I, the six-band model which j~lelu~es

the transparent and opaque regions is a close approxllna.!,lon
to the spectral-absorption coefficient. The range of tempel'lltul'e
across the sample was small enough during a given test ]'un that
the temperature-dependence of the thermal conductivityalld
radiation properties could be neglected. Values taken at the
mean sample temperature were employed in the analysis.

Experimental temperature profiles are compared to th?se
predicted numerically by the MB model in Figs. 4 and 5, aSSUllllng
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EXPERIMENTAL DATA 
o \ = 1.27 cm 
D X = 0.635 cm 
A ( = 0.31 

- ANALYSIS 

Fig. 4 Comparison of experimentally measured and analytically pre
dicted temperature profiles based on the MB spectral model for fused 
quartz with opaque high-emittance boundaries, e = 0.85 

that the bounding surfaces are diffuse. Analytical and experi
mental results are in close agreement although the perturbation 
by radiation of the linear pure-conduction profile is quite small 
even under the maximum heating conditions where the pure-
conductive heat transfer represents only one-half the net heat 
transfer, see Table 1. For the lower boundary temperatures 
and thinner layers the energy transfer is dominated by conduc
tion, resulting in a linear variation of temperature with position. 
As the walls become more reflective the influence of the coupling 
between conduction and radiation on the temperature in the 
vicinity of the walls is even more apparent, although conduction 

Fig. 5 Comparison of experimentally measured and analytically pre
dicted temperature profiles based on the MB spectral model for fused 
quartz wi th opaque low-emittance boundaries, e = 0.05 

is the predominant mode, see Table 1. With reflective walls, 
elements of the medium are irradiated in part by their own 
emission due to the reflection. This results in a self-heating 
effect near the cool wall and a self-cooling effect near the hot wall 
tending to increase the temperature gradients near the walls 
while less heat is transported by radiation [20]. 

In order to more clearly demonstrate the coupling of conduction 
and radiation, the difference between that predicted or measured 
and the pure-conduction profile was calculated. In this manner 
the experimental results can be critically examined and the effect 
of the band model, reflection-emission characteristics, and ap-

Table 1 Comparison of analytical and experimental total energy flux in percentage deviation 

(Analysis-Experiment)/Experiment 
Super-

t 
(cm) 

1.27 

0.635 

0.318 

1.27 

0.635 

0.318 

1.27 

0.635 

0.318 

* « = 0.75. 

Ti 
(°C) 

672 
526 
321 
676 
537 
313 
741 
554 
331 

656 
525 
317 
661 
542 
313 
633 
500 

479 
354 
218 
543 
400 
256 
467 
354 
228 

t Specular reflection. 

Ti 
(°C) 

830 
633 
367 
804 
618 
344 
809 
587 
345 

843 
628 
355 
819 
622 
342 
724 
531 

666 
463 
264 
645 
454 
283 
525 
385 
244 

N 

0.87 
0.85 
0.78 
1.74 
1.69 
1.55 
3.47 
3.38 
3.11 

0.87 
0.85 
0.78 
1.74 
1.70 
1.55 
3.45 
3.33 

0.85 
0.80 
0.74 
1.70 
1.62 
1.50 
3.31 
3.16 
2.94 

?t 
(w/em1) 

A Diffuse 

6.07 
2.64 
0.80 
8.02 
3.14 
1.03 
6.73 
2.60 
0.90 

B Diffuse 

5.24 
2.16 
0.62 
7.34 
3.19 
0.98 
7.23 
2.32 

Soo/fft MB 
(%) 

opaque boundaries, e = 0.85 

0.51 
0.78 
1.02 
0.63 
0.99 
1.10 
0.79 
0.97 
1.10 

1 .5(6.3)* 
5 .8 (2 .6 )* 
5 .4 (4 .8 )* 

- 3 . 5 
13.4 
4 .4 
1 .5(7 .4)* 
6 . 0 ( 4 . 4 ) * 
3 . 7 ( 3 . 3 ) * 

opaque boundaries, e = 0.05 

0.70 
0.92 
1.08 
0.85 
0.97 
1.04 
0.98 
1.01 

- 1 1 . 5 ( - 1 3 . 6 ) t 
2 .6 (1 .8 ) f 
6 . 5 ( 5 . 8 ) t 

- 5 . 6 
1.6 
2 .2 
0 . 0 ( - 2 . 1 ) f 
7 .3 (7 .3 ) f 

C Semitransparent boundaries 

5.75 
2.42 
0.79 
6.81 
2.72 
0.93 
7.09 
3.09 
1.16 

0.63 
0.88 
0.98 
0.58 
0.73 
0.99 
0.61 
0.72 
0.92 

- 3 . 5 
8.9 
4 .3 

- 4 . 1 
4 .4 

13.8 
- 8 . 1 
- 1 . 9 

0.0 

PA position [1 0] 
(%) (%) (%) 

4.9 
11.1 
8.7 

- 0 . 9 
26.1 

5.8 
2.2 
7.0 
4 .6 

- 6 . 7 
5.4 
6.7 

- 5 . 7 
0.2 
2.6 

- 0 . 8 
6.6 

14.7 
22.4 
13.3 
8.0 

17.0 
11.1 

1.1 
6.2 
4 .8 

39.1 - 1 3 . 6 
11.9 - 1.5 
26.3 10.0 
34.0 - 1 0 . 5 
3.7 12.9 
2 .5 

14.4 
16.2 

i.b 
3.9 
5.5 

10.0 10.u 

11.1 
1.1 

S.8 
9.4 

7.6 14.3 
7.2 -
3.5 
1.8 
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Fig. 6 Deviations from the pure-conduction temperature distribution for 
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proximate analyses ascertained. Local temperature differences 
for the various boundary conditions are illustrated in Figs. 6, 7, 
and 8 for the conditions of maximum interaction between the 
two heat-transfer modes. 

The largest difference between multiband analysis and ex
periment is about 5 deg C or 0.5 percent. The absolute error is 
about the same as that of Eryou and Glicksman [8]. Contrary 
to their transmittance technique, the present discrepancies are 
not due to the measurement technique, as shown by the lack 
of statistical scatter in the data, bu t can be attributed to the 
radiative losses from the edges. This loss acts as a heat sink 
tending to lower the temperature of the interior, as is clearly 
evident in the results of Fig. 6. 

Da ta for Pyromark paint [16] show it to be a diffuse emitter 
with a temperature- and substrate-dependent emittance. Hemi
spherical emittances ranging from 0.78 to 0.95 have been reported. 
In another study at lower temperature [21] an emittance as low 
as 0.72 was recorded. Multiband analyses were conducted for 
e = 0.75 and 0.85 to bound the variations in the emittance. As 
shown in the analytical results of Fig. 6 the uncertainty in the 
emittance of the Pyromark paint has but a small effect on the 
temperature distribution, which cannot be distinguished from 
the experimental data. Emittance data for the gold surfaces 
were obtained from Goldsmith et al. [17]. Diffuse analysis and 
specular analysis using Fresnel equations were performed for the 
opaque gold surfaces. From the results of Fig. 7 it is clear that 
the nature of the reflection is insignificant and well within the 
experimental error. 

With semitransparent boundaries the temperature profiles 
characteristic of opaque boundaries were neither predicted nor 
observed [18]. Instead, the temperature was greater than that 
predicted by pure conduction when the radiative transport to 
the interface is approximately equal to the molecular transport, 
as illustrated in Fig. 8. In the only similar study for glass with 
semitransparent interfaces [6] the predicted temperature was less 
than that of pure conduction when molecular and-radiation heat 
transfer to the boundary were of the same order of magnitude 
as in this study. Allowing for the edge losses the present ex
perimental results substantiate the temperature increase with 
semitransparent boundaries predicted by the present analysis. 

Temperature profiles were also calculated using the FA band 
model for the absorption edge as illustrated in Fig. 3 and the 
"apparent radiative conductivity" approach of Anderson and 
Viskanta [10]. Since the coupling of conduction and radiation 
had a minor effect on the temperature for the experimental con
ditions studied, the FA model is accurate for the opaque bound
aries bu t is in significant error when the interfaces are semi-
transparent. In the latter situation the FA model, being more 
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Fig. 8 Deviations from the pure-conduction temperature distribution for 
semitransparent boundaries, t = 1.27 cm, Ti = 4 7 9 deg C, and T2 = 
666 deg C 

"t ransparent ," allows the external radiation to penetrate deeper 
into the quartz before being absorbed. The heating of the layer 
by radiation is then greater in the interior, tending to raise the 
interior temperatures. The "apparent radiative conductivity" 
only approximates the radiative transfer. I t is thus unable to 
predict the temperature when radiation is significant, as shown 
in the analytical results of Fig. 6. When radiation is a smaller 
part of the total heat transfer as in Fig. 7, the "apparent radiative 
conductivity" is as accurate as the FA model. 

Heat Transfer. The experimentally measured net heat flux and 
the ratio of the pure-conductive to total heat flux qm/qt are given 
for the experimental conditions in Table 1. Total heat flux as 
predicted by the MB model, the FA model, superposition of pure! 
conduction and radiative surface exchange through the trans-; 
parent spectral regions, and the "apparent radiative conduc
t ivi ty" are also compared to experimental measurements. 

The conduction-radiation interaction parameter N is a measure 
of the ratio of the conductive and radiative transfer. With 
nongray materials it is advantageous to base N on the sample 
thickness rather than on a characteristic absorption distance as is 
commonly done with gray media [19, 20]. The ambiguity of an 
arbitrarily selected spectral-absorption coefficient is thereby 
avoided. The values of N tabulated in Table 1 are for a reference 
temperature of 1000 deg K. 

Heat losses through the sample edges were estimated with 
surf ace-radiation-exchange theory to be 5 percent of the total heat 
flux. The net error in total heat-transfer measurements, in
cluding tha t of calibration, is then 10 percent. Analysis based 
upon the MB model typically predicts the experimental observa-
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{ions within this limit. This error is also apparent in the com
parison with the pure-conductive heat transfer. 

Since radiation had bu t a small influence on the pure-conduc
tion temperature gradient, g0O is an accurate measure of the con
ductive transfer. In the more severe situations the total heat 
transfer is equally divided between the conduction and radiation 
jnodes. The diminishing significance of the radiant transport 
with increasing AT and decreasing temperature and emittance is 
apparent for the opaque boundary condition. With semitrans-
parent boundaries there is little change in qCo/qt with increasing N. 

With high-emittance diffuse boundaries, small variations in the 
emittance do not appreciably alter the total heat transfer. At 
the higher temperatures e = 0.85 is the more accurate, while 
e = 0.75 gives improved results at the lower temperature. This 
is in agreement with the observation [16] that the emittance of 
Pyromark paint increases with temperature. For the gold 
low-emittance surfaces the difference between specular and 
diffuse reflection is also quite small and of the order predicted 
for a gray medium [22]. I t appears that the specular model is 
more nearly correct at the lower transfer rates. This suggests a 
surface-roughness effect. I t was found by visual inspection after 
testing that the gold had a multitude of minute cracks in it. 
Quantitative measurements of this roughness could not be made. 

The FA model typically predicts the experimental results to 
within the experimental error. This model is also in excellent 
agreement with multiband results. In contrast, the error in the 
simplified superposition method which assumes tha t the con
duction and radiation are uncoupled is excessive, except when the 
conduction dominates as with the low-emittance boundaries. 
When this is the case the results are independent of the method 
by which the radiative transfer is predicted. When radiation is 
appreciable the coupling of the two modes makes this approxi
mation only useful for the roughest of estimates and for bounding 
the total heat transfer. Unlike the local temperature, the pre
diction of the total energy transfer with the series-expansion 
radiative conductivity is accurate. Thus if only the total heat 
flux is required, this "effective 2-adiative conductivity" approach 
simplifies the analysis considerably without introducing appre
ciable error. 

When the interfaces are semitransparent, the trends in the 
experimental data of Table 1 agree with the limited results pre
viously published [6]. Multiband analysis is quite accurate, 
whereas the error in the FA-model predictions exceeds the 
experimental error. The FA model overpredicts the total heat 
flux. In this situation the FA model is too " t ransparent" and 
thus unable to predict either the local temperature or energy 
transport. 

Conclusions 
The heat transfer through a plane layer of a semitransparent 

solid has been examined experimentally under conditions where 
the radiative transport must be considered and data compared 
with analytical predictions. Under the more critical experi
mental conditions the error in neglecting the thermal radiation is 
apparent, particularly as it affects the total heat transfer. 
Although the radiative and conductive transfer were almost equal 
in the more critical cases, only small perturbations to the classical 
conduction temperature profile were observed because of radi
ation effects. 

Agreement between experimental and analytical results using 
a multiband spectral model was quite good, although a systematic 
error was apparent. Since an interferometric measurement is not 
subject to radiative errors and does not disturb the temperature 
and radiation fields, it is advantageous when radiation occurs 
simultaneously with other modes of heat transfer. Even under 
the severe thermal conditions of the present study accurate data 
were obtained with an interferometer. 

Local temperature and the total heat flux were found to be 
insensitive to small variations in the surface emittance and the 

nature of the surface reflection for the opaque boundary con
ditions investigated. This is a result of nongray effects and the 
experimental levels of interaction which could be simulated. 
With semitransparent boundaries internal temperatures were 
observed to be greater than those predicted by considering heat 
transfer to be by conduction alone. Semitransparent boundaries 
are frequently encountered in practice and require additional 
analytical and experimental study. 

Several approximate analytical methods were compared to 
rigorous multiband analysis and experimental data. Treating 
the entire absorption edge as a single band predicts the tempera
ture distribution and total heat transfer accurately for opaque 
boundaries under the conditions considered, but is in appreciable 
error with the more critical semitransparent boundary con
ditions. Although the total heat flux for opaque boundaries is 
insensitive to the spectral details when the radiation does not 
exceed the conduction, the coupling of the two modes cannot be 
neglected, as demonstrated by the simple superposition results. 
Analysis based upon an "effective radiative conductivity" which 
approximates the coupling predicts the heat transfer reliably but 
does not predict the local temperature except when conduction 
dominates. I t does have the advantage of simplicity, whereas 
a band analysis is complicated by the "action at a distance" 
nature of radiative transfer. 
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Free-Convective Heat Transfer 
to a Supercritical Fluid 
The influence of heater material on free-convective heat transfer from wires to carbon 
dioxide in the supercritical region was investigated. Three types of flow configuration 
were observed for nichrome and alumel wires: (a) conventional laminar-flow free con
vection, (b) an oscillating flow in which (a) and a bubble-like flow alternated, (c) a 
bubble-like flow in which masses of fluid similar to bubbles appeared successively near 
the heating surface. Neither (b) nor (c) was observed with a platinum wire. The 
heat-transfer rate increased suddenly when the flow configuration changed from (a) to 
(&). The transition inflow structure occurred when the temperature difference between 
the heater and fluid exceeded about 200 deg G. 

Introduction 

IT HAS BEEN known tha t heat transfer to a fluid 
near the critical point may have unusual characteristics when the 
pseudocritical temperature of the fluid falls between the tem
perature of the heating surface and the fluid. To explain this 
well-known phenomenon, two hypotheses have been advanced: 
One is tha t these characteristics may be due to the strong varia
tion with temperature of the fluid properties; the other is tha t the 
anomalous characteristics may be attributed to the occurrence of 
boiling-like phenomena involving fluid masses similar in appear
ance to boiling heat transfer in the subcritical region. 

In regard to the first hypothesis the authors found tha t in a 
limited range of small temperature difference between the heating 
surface and the fluid the experimentally determined coefficients 
of heat transfer compared favorably with a theoretical analysis 
by Nishikawa and I to [ l ] 1 in which the free-convective heat 
transfer from an isothermal vertical flat plate to supercritical 
fluids was considered. A solution was determined by assuming 
similarity and transforming the applicable differential equations. 
The temperature-dependence of the physical properties involved 
was accounted for in the numerical integration of these trans
formed equations. I t was noted tha t the larger the temperature 
difference, the more the experimentally determined values of the 
coefficient of heat transfer exceeded the one predicted from the 
analysis. However, the available experimental data were not 
considered sufficiently reliable for a definite conclusion to be 
reached about the effect of the temperature-dependence of the 
pertinent physical properties. 

In regard to the latter hypothesis mentioned above, it was 
suggested by Nishikawa and Miyabe [2] that the boiling-like 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
April 26, 1971; revised manuscript received October 11, 1971. Paper 
No. 71-HT-27. 

phenomena, i.e., similar to nucleate or film boiling, might occur. 
In addition it was suggested tha t the normal convection and 
boiling regime as well as the abnormal regime could be correlated 
by a unified law, assuming an appropriate two-phase fluid-flow 
model. 

Recently Knapp and Sabersky [3] observed a bubble-like flow 
near the heating surface in studies on free-convective heat trans
fer to supercritical carbon dioxide from a horizontal nichrome 
wire of 0.01-in. diameter. They found tha t such a flow pat tern 
was accompanied by an increased coefficient of heat transfer a 
which sometimes was twice as large as tha t for a platinum wire 
with the same surface temperature. 

More recently, free-convective heat transfer from a platinum 
wire of 0.015-in. diameter to supercritical carbon dioxide was ex
perimentally investigated by Goldstein and Aung [4]. They 
also observed bubble-like activity. Although this activity per
sisted up to the maximum temperature difference achieved, 
about 830 deg C, the results changed smoothly and no abrupt 
increase in heat flux was apparent. These results suggest t ha t 
the heating-surface material may be an important factor in heat 
transfer to supercritical fluids, and tha t the mechanism of heat 
transfer from supercritical fluids may be similar to boiling phe
nomena. 

Recognizing that further study was needed, Sabersky sent a 
length of the same nichrome wire which he had used to one of the 
present authors and suggested that additional experiments be 
carried out. I t is the purpose of this paper to describe the in
vestigation conducted. 

Apparatus and Procedure 
Apparatus. As shown in Fig. 1, the apparatus employed con

sisted essentially of a cylindrical pressure vessel (100 mm in 
diameter and 190 mm long) in which a device for supporting the 
test wire was mounted. The surface temperature of the test 
element was determined by using it as a resistance thermometer 
and incorporating it into a Wheatstone-bridge circuit as one of 
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The laminar flow shown in Fig. 2(a) was observed in the range
. of temperature difference I1T less than about 200 deg C. As seen

from the figure there exists a domain above the heating surface
where no turbulence or disturbance is present. The size of this
domain decreased with increase of heat flux. Although the
boundary between this domain and the upper disturbed region
approached the wire surface with increase of the heat flux, it
did not reach the surface while the flow was laminar.

Fig. 2(b) illustrates the oscillating flow pattern. This oc
curred at temperature differences exceeding approximately 200
deg C. When laminar flow disappeared, the wire was covered
with bubble-like fluid elements without, however, the definite
phase boundary characteristic of bubbles at subcritical pres~l\l'cs.

The successive five frames taken by the high-speed moving
picture camera and reproduced in the figl1l'e show a typical eyde
of events in the oscillating flow regime in which laminar flow is
replaced by bubble-like flow, and then the latter changes into tho
former. In Fig. 2(b)(l) laminar flow pred~minates over the
wire though there is a disturbed region away from the wire.
Then with a nominally fixed heat flux the disturbed regioll ap
proaches the wire, Fig. 2(b)(2), and finally comas into contact
with the wire, Fig. 2(b)(3). In Fig. 2(b)(4) the bubble-like flow
pattern has been wholly established. Then the flow pattm'll i~

again ra~tored to laminar flow, Fig. 2(b)(5). The frequency of
the oscillation varied from 2.5 Hz to 5.5 Hz with increase of the
heat flux. In Fig. 2(b) it was about 2.7 Hz.

Several photographs of flow patterns representative of the
l'esults observed in the present study are shown in Fig. 2 (the
locations of the wires are indicated by al'l'ows). Three types of
flow pattern, i.e., laminar flow, oscillating flow, and bubble
like flow (all of which were obsel'ved and named by Knapp and
S!l-bersky [3]), are clearly recognizable. Photographs of the
oscillating flow were takell at 1000 frames/sec. Those shown
are for the alumel wire. The same flow patterns were also ob
served with the nichrome wire.

Fig. 1 Tesl vessel and supporting device for Ihe lest wire: (1) pressure
vessel, (2) tes' wire, (3) supporting device, (4) ,hermocouples, (5) intake
and release ports for 'es' fluid, (6) electrical lerminal for 'esl wire, (7)
glass window, (8) a-ring

the resistance legs. The temperature of the bulk fluid was
measured with two chromel-alumel thermocouples. Three
kinds of wires, made of nichrome, platinum, and alumel, were
used as the heating surface. Carbon dioxide (critical pressure,
temperature, and specific volume are 73.8 bar, 31.04 deg C, and
0.00214 m'/kg, respectively) was used as the test fluid because
of its relatively low critical pressure and temperature.

Procedure. After a sufficient quantity of carbon dioxide had
been introduced into the test vessel from a high-pressure SOUTce
at approximately 49 bar and 15 deg C, both the intake and relief
valves were closed. The following procedure was then followed
until the desired initial test condition was obtained. The bulle
temperature T B and system pressure P were controlled by ad
justing the electric power supply to the heater in the water bath
in which the test vassel was immersed, and by releasing any ex
cess carbon dioxide in the vessel.

The desired meaBurements were then cal'l'ied out by supplying
current to the heater in stepwise increments. The temperature
of the heating surface was determined by measuring the electric
l'esistance of heating wire. The bulle temperature of the test
fluid was taken as the average of readings of the temperatures
indicated by the two separate thermocouples mounted in the
vessel. Fluctuations of the bulk temperature and pressure dur
ing a test run were held within 0.1 deg C and 0.1 bar, respectively.

To permit visual observations of the flow pattern near the
heating surface, two thick glass windows were installed at each
end of the pressure vessel. The heater was illuminated by a
light located at the end opposite to the camera. Photographic
l'ecords were taken with either a still calnera or a high-speed
moving-picture camera. For these experiments the bulk temper
ature was fixed at 25 deg C and the preSSl1l'e at 75.8 bar (1100
psia); the heat flux q was varied from 1 to 103 kw/m·. Before
mounting, the nichrome wire was treated as described in the
Appendix.

Flow Patterns

---Nomenclature---------------------------
D
L
P
q

TB

diameter of wire, mm
length of wire, mm
system pressure, bar
heat flux, kw/m'
bulk fluid temperature, deg C

To

Tw

I1T

pseudocritical temperature, deg C

surface temperature of wire, deg C

temperature difference, Tw - 'l'B, deg C

heat-transfer coefficient, kw/m2-deg C
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P = 78.5 bar 
T B = 32.8 C 
Tc= 33.7 C —: 

1000 
AT C 

Fig. 3 Heaf transfer from a 0 .2-mm horizontal platinum wire to super
critical carbon dioxide (Fig. 14 of reference [2]) 

The bubble-like flow pattern is shown in Fig. 2(c). This 
occurred at still higher heat fluxes. The laminar-flow part of 
the oscillating flow was now completely replaced by bubble-like 
flow. With either the naked eye or photographic observation 
this bubble-like flow looked like the flow in nucleate boiling, and 
masses of fluid similar to bubbles seemed to originate directly 
from the heated surface. 

The flow patterns described above occurred with the nichrome 
and the alumel wires tested. For the platinum wires only laminar 
flow occurred throughout the experimental range. This was in
teresting in light of results obtained in a previous study by 
Nishikawa and Miyabe [2]. This involved free-convective heat 
transfer from a horizontal platinum wire of 0.2-mm diameter and 
30 mm long to carbon dioxide in the supercritical region. This 
wire was supported horizontally in a small pressure vessel having 
a cylindrical volume, 44 mm in diameter and 40 mm long, and 
heated by d-c current. In contrast to the present experiment 
where only laminar flow was observed, some marked changes oc
curred in the flow pattern and heat flux at a S3rstem pressure of 
78.5 bar and a bulk fluid temperature of 32.8 deg C. The pseu-
docritical temperature for this pressure is 33.7 deg C. These re
sults are reproduced in Fig. 3. The heat-transfer characteristics 
were described as follows: 

"If the heat flux is raised gradually from point A, the wall 
temperature gradually rises, and heat transfer takes place with 
normal convection. When the heat flux reaches point B, the 
behavior changes rapidly with a decrease in wall temperature 
(from B to C). With further increase in surface heat flux, the 
temperature increases smoothly along line CD. When the heat 
flux reaches point D, a second sudden change occurs as the wall 
temperature jumps from point D to point E. Again with further 
increase in heat flux, the wall temperature gradually increases 
along line EF . Now if the heat flux is gradually lowered, no 
sudden change takes place even when it reaches point E, and it 
is only after point G has been reached that a sudden change in 
wall temperature occurs to point H. When the heat flux is 
lowered further, the wall temperature follows line HI . After 
passing point C, it makes a sudden change again at point I as 
the wall temperature jumps from point I to point J. After that , 
normal convection is maintained along the line JK. ' ' 

The authors classified the observed behavior into two cate
gories: (1) nucleate-boiling-like and (2) film-boiling-like phe
nomena, which correspond to the ID and the FG regions in Fig. 
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Fig. 5 Relation between heat-transfer coefficient and temperature dif
ference (see Fig. 4 for legend) 

3, respectively. In the following the oscillating and the bubble
like flows observed in the present study will be compared to the 
boiling-like phenomena described in [2]. 

Heat-flux measurements in the present investigation are pre
sented in Fig. 4; the coefficient of heat transfer is shown in Fig. 
5. Though there are some differences in system pressures, bulk 
fluid temperatures, and diameters of heating wires used for the 
present measurements (Figs. 4 and 5) and those of the previous 
experiment (Fig. 3), it is possible to draw some conclusions con
cerning the differences between the results obtained. In Fig. 3 
the boiling-like phenomena were observed for temperature dif
ferences less than about 200 deg C and for heat fluxes essentially 
less than about 200 kw/m2 . In contrast, the oscillating and 
the bubble-like flows of the present experiment were obtained 
under conditions where both the temperature difference and the 
heat flux were larger than the above-mentioned values. This 
implies tha t the unusual flow configurations of the present study 
(the oscillating and the bubble-like flows) are attributable to 
temperature differences larger than those in the previous experi
ment. Although the oscillating and the bubble-like flows were 
produced with large temperature differences, such as those as
sociated with film boiling at subcritical pressures, their heat-
transfer characteristics are similar to those of nucleate boiling in 
that the slope of the q versus AT curve is high. The laminar-
flow regime of the present study corresponds to the AJBGEF 
region of Fig. 3 as far as the temperature difference is concerned. 

The oscillating flow in which the laminar and bubble-like 
flow occur alternately is considered to be in the transitional 
domain. In nucleate-boiling-like phenomena, columns of fluid 
lump of low density are observed going up like threads from the 
heating surface. The bubble-like flow observed in this study is 
similar to nucleate boiling in appearance except that fluid lumps 
similar to bubbles seem to originate directly on the heating sur
face. However, as might be expected in the supercritical region, 
there is no sharp phase boundary between the fluid lumps and 
the bulk fluid such as there is with a vapor bubble in a liquid. 
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Fig. 6 Comparison of heat-transfer results by various investigators 

The above observation suggests that there may be some re
lation between the heat-transfer mechanisms in micleate-boiling-
like phenomenon and bubble-like flow. However, further work 
will be necessary to clarify this possibility. 

Heat-Transfer Results and Considerations 
Measurements were made for a bulk fluid temperature of 25 deg 

C and a system pressure of 75.8 bar (1100 psia) in order to make 
comparisons with the studies by Knapp and Sabersky [3] and by 
Goldstein and Aung [4]. The measured heat flux and coefficient 
of heat transfer are shown as functions of the temperature dif
ference in Figs. 4 and 5, respectively. Two test runs were done 
for every bulk fluid condition. 

As is evident in Fig. 4, when the oscillating and the bubble-like 
flows occur, the slope of heat-fiux-temperature-difference results 
at a fixed temperature difference is steeper than when they do not 
appear. With regard to the nichronie wire, the high heat fluxes 
reported by Knapp and Sabersky were not obtained in this ex
periment for temperature differences less than about 200 deg C. 
However, even in this region slight differences among the plati
num, nichrome, and alumel wires were recognized. These dif
ferences could not be explained by the variations in the wire 
diameter or by experimental error. Substantially different heat 
fluxes for the platinum, nichrome, and alumel wires did result 
when the temperature difference was raised beyond about 200 
deg C, where the oscillating flow or the bubble-like flow appeared. 

With a further increase in temperature difference the oscillating 
flow condition was replaced by the bubble-like flow pattern and 
the heat flux approached the large magnitudes measured by 
Knapp and Sabersky. 

In Fig. 6 the authors' results are compared with those of Knapp 
and Sabersky [3] and Goldstein and Aung [4]. Though the 
three kinds of flow patterns were also recognized in the study by 
Goldstein and Aung, the temperature difference at which transi
tion occurred was not clearly specified. Therefore identification 
of flow patterns could not be included in Fig. 6. I t is seen from 
this figure tha t the heat flux reported by Knapp and Sabersky 
is approximately two times as large as tha t of the other two sets 
of measurements at a temperature difference of 200 deg C. Al
though there are some differences in the bulk fluid temperature 
and/or the diameter of test wire among these investigations, these 
do not appear to provide an explanation for such significantly 
different results. 

The data of Goldstein and Aung show good correspondence 
with those in the present experiment for platinum wires of 0.2-mm 
and 0.3-mm diameter, when the difference in wire diameter is 
accounted for by the conventional correlation of free-convective 
heat transfer from a horizontal cylinder. When they obtained 
these data, they recognized the onset of the oscillating flow at the 
temperature difference of about 220 deg C and observed that 
what appeared to be bubbles was in contact with the wire (bubble
like activity) at still higher temperature differences. 

Heat Transfer 
Curve- Slope = 5/4 

disturbance 

log AT 

Fig. 7 Restoring force of different wires heated by a constant-voltage 
power supply for damping out a small temperature disturbance (sche
matic drawing); N , ® nichrome-test-wire slope: —0.1 X 1 0 - 3 AT; A, © 
alumel-test-wire slope: —1.2 X 10 _ 3 AT; P, ® platinum-tesf-wire slope: 
- 3 . 9 X 1 0 - 3 A T 

Knapp and Sabersky reported that the transition of the flow 
pattern from laminar flow to oscillating flow occurred a t a tem
perature difference of approximately 65 deg 0 . At a slightly 
higher heat flux and corresponding temperature difference, the 
oscillating flow was replaced by the bubble-like flow. Although 
both the oscillating and the bubble-like flows were observed in 
this experiment for nichrome and alumel test wires, they occurred 
at temperature differences greater than about 200 deg C. 

Knapp and Sabersky suggest that the occurrence of such flow 
patterns is dependent not only on the variation of fluid properties 
with temperature but also on the geometry of the heating surface. 
This corresponds to the earlier finding of Nishikawa et al. [5] 
that any unusual flow does not appear in free-convective heat 
transfer from a vertical flat plate to a fluid in its supercritical 
state. 

Also in this investigation differences exceeding the accuracy 
of measurement were found in the characteristics of heat transfer 
depending upon the heating surface material, even at tempera
ture differences less than about 200 deg C, as mentioned above. 
This is quite obvious when one compares data points for platinum 
(denoted by O) with those for alumel (denoted by • ) , and data 
points for platinum (denoted by O and ®) with those for nichrome 
(denoted by A). Variations at temperature differences near 
200 deg C might possibly be due to faint oscillating flow which is 
not observable. As mentioned above, in Knapp and Sabersky's 
experiment oscillating flow appeared at temperature differences 
as low as 65 deg C. Therefore in the range of temperature dif
ference between about 65 and about 200 deg C the flow pattern 
was either the oscillating or the bubble-like flow. The reason 
for this early transition to oscillating flow with an enhanced heat 
transfer is not known at this time, though some qualitative con
siderations will be made in the following. 

An examination of the experiment suggests the following hy
pothesis regarding the relative probability of the transition of the 
flow configuration from the laminar to the oscillating flow. The 
overall dynamic characteristics of the experimental apparatus, 
which is composed of a heat-removing fluid body and electrical 
heat-generating device, must be of an oscillating nature, and 
these dynamic characteristics may affect the heat transfer. The 
effect will be amplified in the case of a supercritical fluid. This 
implies that there were significant differences in the dynamic 
characteristics between the apparatus described herein and that 
used by Knapp and Sabersky. 

When we discuss the stability of a system of this type, the 
magnitude of the force that restores the state of the system from 
a nonequilibrium point to one of equilibrium is an important 
factor to be considered. Here, nichrome, alumel, and platinum 
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wires are compared concerning this restoring force when they are 
connected to an electrical power supply of constant voltage. As 
is shown in Fig. 7, a curve of heat flux versus temperature differ
ence has a slope of about 6/<t in the laminar-flow regime at any 
given equilibrium point on a logarithmic plot. On the other 
hand the characteristics of heat generation in three different kinds 
0f wire will have three different slopes at the same equilibrium 
point corresponding to the difference in the temperature coeffi
cient of electric resistance. The magnitude of the restoring force 
which makes the system come back to the original equilibrium 
point after a disturbance becomes weaker in the order of decreas
ing temperature coefficient of electric resistance, i.e., platinum, 
alumel, nichrome. 

The interpretation presented above agrees with the trends 
shown in Fig. 6, where the transition to the oscillating flow ap
pears first for the nichrome wire and then for the alumel wire as 
the temperature difference increases, but it does not appear for 
the platinum wire within the range of the temperature difference 
in this experiment. 

Summing up the descriptions of the flow patterns in the pre
ceding section and the discussion of the heat-transfer character
istics in this section, free-convective heat transfer to a super
critical fluid is delicate and is influenced by many factors. The 
differences in flow configurations and heat-transfer characteristics 
reported by several authors cannot be clarified definitely at pres
ent. Systematic investigations concerning possible factors such 
as material, surface structure, thermal capacity of heater, and 
dynamic characteristics of heating circuit are definitely required. 
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A P P E N D I X 
Prior to the experiment, the nichrome wire was treated by the 

following procedures. These are essentially the same as those 
used by Knapp and Sabersky [3]. 

The first step was to cut the wire to a suitable length. The 
wire was then degreased in a 3 percent potassium hydroxide solu
tion and rinsed in distilled water. Next the wire was annealed 
for 4 hr in a vacuum furnace kept below 0.7 X 10~6 mbar a t a 
temperature of 260 deg C and then gradually cooled (for 32 hr) 
in the furnace to room temperature. The wire was then im
mersed in a methyl alcohol bath and subjected to ultrasonic 
cleaning. After these preparations were completed, the wire was 
examined under a microscope to insure that it was free from 
serious surface imperfections. 
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l a s s Rate of Flow in t i e Natural-
Convection Plume above a leate l Horizontal 
Cylinder Immersed in a Lipid 
In this paper, an empirical formula is determined whereby the mass rate of flow in the 
natural-convection plume above a heated horizontal cylinder immersed in a liquid can be 
calculated. Theformida is based upon experimental data obtained for a heated horizon
tal cylinder immersed in a tank of water. It is anticipated that the formula will be useful 
in the design of heaters for liquids stored in tanks. 

introduction 

L 
mlx = 43/«/ 

I HE HEATING of liquids stored in tanks is a problem 
of considerable practical importance. Such heating is frequently 
accomplished by immersion heaters in the form of horizontal 
cylinders, but relatively little information has been published 
whereby heaters of this kind can be designed on a rational basis. 
The total problem is difficult owing to the presence of complex 
fluid motions that occur in liquids confined in tanks and heated in 
this way. If a formula were available to calculate the mass rate 
of flow in natural-convection plumes above heated horizontal 
cylinders in liquids, the formula would be helpful in designing 
such heaters. The helpfulness of such a formula would derive 
from its ability to predict the total quantity of liquid whose tem
perature is eventually raised by the heat transfer process. The 
objective of the present work was to determine the formula in 
question by empirical means. 

Review of Literature 
The problem most closely related 'to the one at hand, which 

has been treated extensively in the literature, is the mass rate of 
flow in the natural-convection plume above a horizontal line 
source of heat. A recent paper by Gebhart, Pera, and Schorr 
[1]1 contains a thorough literature survey of the work done in the 
area of natural-convection plumes above horizontal line sources of 
heat. This paper also contains the clearest analytical formula
tion of the problem published to date, and it presents theoretically 
determined expressions for the temperature distribution and mass 
rate of flow in the plume above a horizontal line source of heat. 
The expression for the mass rate of flow is reproduced here for 
reference purposes: 

cvI 
(1) 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division July 5, 1972. Paper No. 73-
HT-B. 

In equation (1), / and J are functions of the Prandtl number 
whose values are listed in Table 1 and x denotes the vertical dis
tance upward from the line source to a horizontal plane through 
which the calculated mass rate of flow passes. 

The analysis of Gebhart et al. is based upon the boundary-layer 
equations of momentum and energy, and since these equations 
are valid only when the velocity and temperature regions are 
thin compared with other characteristic dimensions, the authors 
quite properly discuss in their paper the region of validity of their 
solutions. To this end they include an interferogram of a plume 
formed above a heated 0.005-in-dia wire in air; the interferogram 
shows the extent of the thermal region, which for air is nearly the 
same as the velocity region. A tracing of the outer contour of 
half of this thermal region is shown in Fig. 1>—the wire is located 
at the origin of the coordinate system shown. The half-thickness 
of the thermal region divided by the distance above the center-
line of the wire at a point 2 in. above the centerline of the wire 
(400 diameters) is approximately 0.19. This ratio is not very 
small in comparison with unity, and hence one cannot expect the 
boundary-layer equations to predict the mass rate of flow or tem
perature distribution for this case at distances above the wire less 
than 2 in. This point is discussed here in detail because, as will 
be seen subsequently, the present study is based upon experi
mental data, all of which pertain to distances less than 50 diam
eters above a heated cylinder, so that boundary-layer theory is 
clearly not applicable; hence, one cannot expect equation (1) to 
predict the mass rates of flow for the case studied here. Never
theless, one might reasonably expect the present experimental 
data to follow the general trend—particularly the dependence on 

p 
/ 
J 

0.1 
3.090 
4.316 

0.7 
1.245 
1.896 

1.0 
1.053 
1.685 

2.0 
0.756 
1.393 

6.7 
0.407 
1.094 

10.0 
0.328 
1.024 
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Fig. 1 Thermal region (crosshatched) formed above a healed wire in 
air: wire diameter = 0.005 in.; healing rate = 54 Blu/hr-ft, from [1] 

the distance x—that is exhibited by equation (1). I t will be 
shown that this expectation is, in fact, substantiated. 

In a subsequent paper, Schorr and Gebhart [2] performed an 
experimental investigation of the temperature distribution in 
natural-convection plumes above horizontal line heat sources. 
In this study, line sources were approximated by electrically 
heated fine wires. Schorr and Gebhart found that while the 
general trend of their experimental results agreed well with the 
predictions of theory, there were certain discrepancies. Discrep
ancies of a similar nature had been observed previously by For-
strom and Sparrow [3], who, in an effort to reconcile the results of 
experiment with theory, employed the concept of a "virtual" line 
source. They concluded that a horizontal cylinder of finite 
diameter is equivalent to a virtual line source (zero diameter) 
that is located two cylinder diameters below the axis of the actual 
source. When Schorr and Gebhart attempted to use the concept 
of a virtual source to reconcile their experimental results with 
theory, they found that in one case the virtual source would have 
to be located 4 diameters below, in another case 10 diameters 
above, and in a third case 20 diameters above the actual source. 

In view of these inconsistent results, Schorr and Gebhart con
cluded that the virtual-source idea is ambiguous. 

Skipper, Holt, and Saunders [4] have performed an experi
mental study of the heating by natural convection of viscous oils 
contained in tanks. This study was motivated by the need to 
obtain criteria for designing immersion heaters in ships' fuel 
storage tanks and in large cargo tankers. To study these prob
lems, they performed three kinds of experiments: (o) measure
ment of heat transfer coefficients from horizontal cylindrical 
heaters and from heated wires immersed in fuel oil, including also 
temperature and velocity traverses in the vicinity of the heaters; 
(6) optical model studies of the convection currents in a viscous 
fluid (golden syrup); and (c) studies of the mixing process between 
the hot and cold oil in a 200-gal tank, with different kinds and 
arrangements of heater elements, similar to those used in actual 
practice. They reached several conclusions on the basis of their 
experimental work that are particularly relevant to the present 
investigation, and hence these conclusions will be discussed in de
tail in what follows. 

Skipper et al. found tha t McAdams' [5] recommended correla
tion curve for heat transfer by natural convection from horizontal 
cylinders to gases and nonmetallic liquids agreed with their ex
perimental data for viscous oils. McAdams' correlation curve 
can be represented with little error by the following algebraic 
equation: 

N = C(GP) 'A (2) 

where the value of the constant C is 0.52 in the region 103 < GP 
< 109; here and throughout this paper the fluid properties con
tained in N, G, and P are evaluated at the mean film temperature 
defined by if = 1/2(ia + h). Skipper et al. also reported "For 
the simple case of a single horizontal cylindrical heater in the 200 
gallon tank it was found that the [flow] pattern consisted of a 
narrow chimney of hot oil rising almost vertically above the 
heater and a horizontal layer of hot oil immediately below the 
free surface separated from the remaining cold oil below by a 
sharp vertical temperature gradient. The hot oil had a small 
vertical temperature gradient, with maximum temperature at 
the top. As the heating process continued the hot oil layer 
became thicker and thicker, the boundary between it and the 
cold oil below remaining horizontal [emphasis added] regardless 
of the longitudinal position of the heater within the tank . . . when 
the whole of the oil above the heater level had become heated, 
further heating to a depth below the heater took place only very 
slowly and appeared to depend entirely on conduction." 

Skipper et al. found that regardless of the geometry of the 
heater elements used, the essential characteristics of the heating 
process were the same as for the simple system comprising a 
horizontal cylindrical heater. They determined further that 
the isotherms in the heated layer of fluid that floats beneath the 
free surface are nearly flat and that these isotherms descend at a 
rate that is governed by the relation T = crn, where T is the time 

•Nomenclature-
cp = specific heat at constant pressure 
D = depth of submergence 
d — cylinder diameter 

G = Grashof number, G = gfip^iAt) 
X d3M"2 

m-ix = 

g = 
H = 
h = 

I, J = 

K = 
k = 

m, n = 
ihcx = 

acceleration of gravity 
height of tank, see Fig. 2 
heat transfer coefficient 
functions of Prandtl number 

listed in Table 1, see equation 

(1) 
constant 
thermal conductivity 
constants 
mass rate of flow in the plume 

above a horizontal heated cyl-

L 
N 
P 

</ 
Q 

T 
t 

V 
W 

inder per unit length of cylinder 
mass rate of flow in the plume 

above a horizontal line source 
of heat per unit length of 
source 

length of tank, see Fig. 2 
Nusselt number, N = hdk~x 

Prandtl number, P = Cpfik-1, 
width of plume 

rate of heat transfer per unit area 
rate of heat dissipation per unit 

length of a line source of heat 
time 
temperature 
velocity 
width of tank, see Fig. 2 

x = distance vertically above the 
centerline of a horizontal heat 
source 

/3 = volumetric coefficient of expan
sion 

At = temperature difference, At = (J, 
- h) 

IX = dynamic viscosity 
p = density 

Subscripts 

6 = bulk fluid conditions 
/ = fluid conditions at the mean film 

temperature 
s — fluid conditions at a heat transfer 

surface 

Journal of Heat Transfer MAY 1 973 / 193 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



^1 

7/ 

L • 

.-Surface of Water 

- P 4 !4 - r - J i 
D I x 

i f fMes t Cylinder 

Thermocouple 

V/////////////////////////////A 

7,. 

-w-

^ ^ 

-I-

Fig. 2 Sketch of apparatus 

for a particular isotherm to penetrate to a depth r below the sur
face and c and n are constants depending upon the isotherm value, 
heater depth, and arrangement. 

Method of Attack 
The method used here to determine the mass rate of flow in the 

natural-convection plume above a heated horizontal cylinder is 
fundamentally a volumetric "collection" method; that is, the 
fluid whose mass rate of flow is to be determined is segregated 
and its volume is measured as a function of time—since the 
fluid's density is assumed to be known, it follows that its mass rate 
of flow can be calculated from the volumetric measurements. 
The collection method employed here is based upon the observa
tion of Skipper et al., which is verified here, tha t fluid rising in the 
natural-convection plume above a heated horizontal cylinder im
mersed in liquid contained in a tank forms a hot layer that floats 
beneath the free surface. Further, since the fluid in this hot 
layer does not mix with colder fluid below and heat transfer by 
conduction is negligible, the excess temperature t — fc, where t is 
the temperature of a fluid particle and U is the bulk temperature 
of the unheated fluid, serves as a " tag" that identifies that por
tion of the fluid that has been entrained in the plume. Since 
the isotherms in the hot layer are for the most part very nearly 
horizontal, which implies that the lower boundary of the floating 
layer is also for the most par t very nearly horizontal, it follows 
that the mass rate of flow can be determined by considering a 
control volume having the relatively simple geometry described 
below. 

Consider a rectangular tank of length L, height H, and width 
W containing liquid. Assume that a horizontal cylinder of 
diameter d and length W containing an electrical heating coil and 
thermocouples to measure its surface temperature is inserted into 
the tank so that the axis of the cylinder is located in the plane of 
symmetry of the tank at a depth D below the free surface, as 
shown in Fig. 2. Assume further that a thermocouple is located 
beneath the cylinder at a sufficient distance to be outside the 
thermal boundary layers that develop around the cylinder when 
electric currents are caused to pass through the cylinder's heating 
coil'—this thermocouple measures the bulk temperature of the 
unheated liquid. > If at a given instant of time, designated To, a 
switch is thrown that causes a steady electric current2 to pass 
through the heating coil contained in the cylinder and if all the 
tank dimensions and the depth D are sufficiently large so that the 
cylinder "senses" an infinite fluid medium,3 then a plot of the 
surface temperature t, will resemble the time history sketched in 
Fig. 3. The initial rapid rise of ts is a result of the self-heating of 
the cylinder during a short interval of time during which natural 

2 The current is assumed to be sufficiently large to induce natural 
convection but not boiling. 

3 It is assumed in this analysis that the natural-convection field of 
flow is two-dimensional; this implies that the boundary layers on the 
lateral faces of the tank are relatively thin. 

I 

0 T ime Tb Tc 

Fig. 3 Typical time history of test-cylinder surface temperature 

convection has not had time to become established and conduction 
is the dominant mode of heat transfer. The surface temperature 
then drops along the portion of the curve labeled ab because dur
ing this time interval natural convection becomes fully de
veloped. Along 6c the surface temperature remains constant 
and obeys McAdams' equation. During the entire interval of 
t ime during which the cylinder is heated there is a plume of 
fluid rising from the cylinder. As explained earlier, when this 
fluid reaches the free surface it bifurcates and forms a floating 
heated layer. As the heat transfer process continues, the thick
ness of this hot layer of fluid continually increases. So long as 
this hot layer does not reach the cylinder, the cylinder's surface 
temperature is unaffected thereby and remains in a steady state; 
however, at some point in time, designated by T„, corresponding 
to point c in Fig. 3, the lower boundary of the hot layer reaches 
the cylinder, and beginning with Tc, the surface temperature 
rises as indicated by the segment cd. If it is assumed tha t the 
mass rate of flow in the plume increases linearly during the 
transient time, then the experimental determination of Tb and T0 

provides sufficient information to calculate the mass rate of flow 
in the plume during the steady-state portion of the time history, 
as is demonstrated in what follows. 

Consider the control volume indicated by the dashed lines in 
Fig. 2. The boundaries of this control volume are as follows: 
(at the top) a plane coincident with the free surface'—it is as
sumed that this surface is adiabatic and that mass transfer 
effects due to evaporation are negligible; (at the sides) four planes 
coincident with the containing walls of the tank'—it is assumed 
tha t this surface is adiabatic; (at the bottom) a plane coincident 
with the lower boundary of the floating layer of hot fluid'—this 
plane cuts across the plume of fluid that rises from the heated 
cylinder in the region marked P in Fig. 2. 

The principle of continuity leads to the following equation for 
this control volume: 

mcx = p(L - P)VX (3) 

where mcx is mass rate of flow in the plume per unit length of 
heated cylinder (a function of x), p is fluid density, L is free sur
face area per unit length of heated cylinder (numerically equal to 
the length of the tank), P is the width of the plume at a distance 
x above the central axis of the heated cylinder, and Vx is the mag
nitude of the velocity of descent of the lower boundary of the 
control volume (a function of x). 

If it is assumed that P « L , then the preceding equation may 
be approximated by: 

mcx = pLVx 

The time dT required for the lower boundary of the control vol
ume to move through a differential distance dx is given by 

dx pL 
dT = — =—dx 

Vx ihcx 

I t follows that the time, designated by the symbol T*, required 
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for the lower boundary of the control volume to travel from the 
free surface to the surface of the heated cylinder is 

Lp 
J d/2 rhcx 

(4) 

. The problem now reduces to finding a function mcx = f{x), which, 
when inserted into equation (4) and integrated, will yield values 
0f T* tha t agree with experimentally measured values of T*. 

To accomplish this, the next question that needs to be addressed 
is what form shall be adopted for the function mcx. Three sources 
of information are available to assist in this determination. 
These sources will now be listed, together with the insights they 
furnish: 

Dimensional Analysis. If it is assumed that mex depends upon 
the same parameters as does the heat transfer coefficient plus, in 
addition, the distance x, then a conventional dimensional analysis 
leads to the conclusion 

?flrr I X 
— = / ( G, P, -
/x \ d 

(5) 

where the viscosity ix is expressed in units of mass per unit time 
per unit length. 

McAdams' Equation. McAdams' equation states that the 
natural-convection heat transfer coefficient for a horizontal 
cylinder is proportional to the product [GP]m , where m is a 
constant. If it is assumed that rhcx is a function of this same 
constellation of parameters, then equation (5) may be written 

f-'('^l) (6) 

Gebhart, Pera, and Schorr's Equation for mix. If it is assumed that 
the dependence of mcx upon the controlling variables—particu
larly upon x—is similar to the dependence of mlx upon the param
eters in equation (1), then equation (6) may be particularized to 
the following form: 

M 
K (GP)'» — ft" (7) 

where m, n, and K are numerical constants. 
If the expression for mcx given by equation (7) is inserted into 

equation (4) and the indicated integration is performed, the result 
is 

T* = 
Lp 

/*K(GP)-»(1 - n) 2 / . 
(8) 

Equation (8) may be written in dimensionless form as follows: 

r*At(GP)'" 
Lp 

1 

K{1 - n) 

D r _ ( r -
(9) 

The problem under investigation has now been reduced to de
termining numerical values for m, n, and K tha t will yield values 
of T* calculated by equation (8) that agree with experimentally 
measured values of T*. If the previously stated assumption that 
the mass rate of flow in the plume increases linearly during the 
transient time is accepted, then it follows immediately tha t T*exp 

= Tc — 1/%Tb. Obviously, if Tb is small in comparison with Tc, 
the error introduced by this assumption is small. 

Apparatus, Procedure, and Experimental Data 
The experimental portion of the present study was performed 

by placing an electrically heated horizontal test cylinder into a 
well-insulated (wooden) tank containing water as shown sche
matically in Fig. 2. An insulating board was laid over the open 
end of the tank (not shown in Fig. 2), which created a dead air 
space above the upper liquid surface and thereby reduced heat 
and mass transfer from the surface. The dimensions of the tank 

were L = 44.75 in., H = 46.00 in., and W = 3.5 in. The diam
eter of the test cylinder was d = 0.4555 in., from which it is ap
parent that the length and height of the tank were very nearly 
equal to lOOd. The heated length of the cylinder in contact with 
water was equal to W. The bulk temperature h was measured 
by means of a thermocouple placed directly below the test 
C3dindej-. 

The heat transfer cylinder used in the present investigation is 
described in [6]. The "guarded test section" technique was used 
in the construction of this test specimen. In this technique the 
test specimen consists of three cylindrical sections laid end to 
end—a central "test section" (1 in. long) flanked by two "guard 
sections"'—that are thermally insulated from one another. 
Each section contains separate electric-resistance heaters and 
thermocouples to measure its temperature. The guard sections 
contain one thermocouple each and the test section contains two 
thermocouples. The function of the guard sections is to prevent 
the transfer of heat by conduction from the centrally located test 
section to its supporting structure; this is achieved operationally 
by adjusting the electrical input to the guard heaters until their 
temperatures are equal to the temperature of the central test sec
tion. Under this condition, the electrical input to the central 
test section is equal to the heat transferred by convection and 
radiation from its surface. The heat transferred by radiation 
from the surface of the central test section was calculated and 
found to be less than 0.1 percent of the total heat transfer in all 
tests. Consequently the heat transfer by radiation was neglected 
in this study. Since the thermocouples contained in the test 
section were embedded below its surface, the temperature re
corded by them was not exactly equal to the local surface tem
perature of the test section. To determine the cylinder's surface 
temperature, the radial temperature drop between the geometric 
centers of the thermocouples and the surface of the test cylinder 
was calculated by assuming that the simple conduction equation 
for radial heat transfer through composite cylinders is applicable. 
The electrical power fed into the test section of the heated cylin
der was measured with an error of less than 0.1 percent by means 
of a carefully calibrated wattmeter; this reading is readily con
vertible into units of B tu /h r per square foot of cylinder surface 
area. A precision potentiometer was used to read the output of 
all thermocouples with an accuracy of better than 0.05 deg F. 

The heat transfer coefficient for a cylinder varies along the 
circumference of the cylinder. Therefore the average surface 
temperature determined by the two thermocouples embedded in 
the cylinder is a function of the angular position of the thermo
couples relative to the direction of the force of gravity. In the 
present investigation, the measured difference between the sur
face and bulk temperatures was found to vary by as much as 4.3 
percent depending upon the angular orientation of the test 
cylinder. In order to cope with this variation, the test specimen 
was rotated in 30-deg increments of arc, and temperature dif
ference ts — tb was measured at each 30-deg interval until the 
cylinder had been turned through 360 deg. The integrated 
mean value of temperature difference, designated At, was used 
to calculate the heat transfer coefficient h. The determination 
of a single value of At by. the method just described involves 12 
measurements. Fortunately it was not necessary to perform the 
rotation procedure for every data point. I t was experimentally 
verified that the maximum value of the temperature difference, 
designated Aimnx, always occurred when the heated test cylinder 
was located in one and the same angular position. Further, the 
ratio At/Aimrlx was nearly a constant for all test conditions. 
Therefore, once having experimentally determined the magnitude 
of the ratio At/Atmm it was possible to leave the cylinder in the 
position corresponding to Afmax and to take one temperature read
ing, i.e., Afmox, from which At could then readily be calculated. 
The value of Af/Afm„x was found to be 0.977. 

The height of the water above the test specimen was regulated 
by means of a syphon arrangement and measured by means of a 
hook gauge. An electrically driven stirrer was installed in a bot-
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Fig. 4 Experimental results 

torn corner of the tank to stir the water before each test in order 
to obtain uniform water temperature. 

Two sets of data were taken: one set with the heat flux held 
constant at q = 6675 Btu/hr-ft2 and with D/d assuming values 
equal to approximately 1, 1.5, 3, 5, 7, 10, 15, 22, 35, and 48; the 
other set with the heat flux held constant at q = 3364 Btu/hr-ft2 

and with these same values of D/d. All tests were performed 
twice to verify repeatability. It was found that for those tests 
in which D/d > 10, the steady-state portion of the surface tem
perature history obeyed equation (2) with c = 0.50 ± 0.01; it 
was also found that for D/d < 10, the value of C in equation (2) 
diminished progressively with diminishing values of D/d. These 
observations were interpreted to mean that the cylinder "sensed" 
an infinite medium if and only if its depth of submergence ex
ceeded 10 cylinder diameters (D/d > 10). 

The time histories of ts for those tests in which D/d > 10 and 
q = 6675 Btu/hr-ft2 are plotted in Fig. 4. The experimental 
values of Tb and Tc are indicated in each plot and these values 
are also recorded in Table 2. The time histories of ts for those 
tests in which D/d > 10 and q = 3364 Btu/hr-ft2 were found to 
be similar to those shown in Fig. 4 and hence are not reproduced 
here; however, the important experimentally determined quan
tities for these tests are recorded in Table 2. The time histories 
of ts for the tests performed with D/d < 10 are not recorded here 
because they cannot be used to evaluate T*. This is so because, 
as explained previously, when D/d was less than 10, the test 
cylinder no longer "sensed" an infinite medium. 

Analysis of Data 
The experimental data were analyzed with the aid of an elec

tronic computer. An optimization technique was used to deter
mine the "best" values of m, n, and K in equation (8) based upon 
two criteria: (a) the mean error4 between the calculated and 
experimentally determined values of T* shall be zero; (6) the. 
sample standard deviation of the error shall be a minimum. 
These criteria yielded the following optimum values: m = 
0.53, n = 0.70, and K — 1.52; the mean error, standard deviation 
of the error, and maximum error corresponding to these values of 
m, n, and K are 0, 4.7, and 12.2 percent, respectively. With 
these values of TO, n, and K, equation (7) becomes 

1.52(GP)° w (10) 

For purposes of visual comparison, this result—cast in the form of 
equation (9)—has been plotted in Fig. 5 together with the com
parable experimentally determined quantities. 

Discussion 
In the preceding material, a formula is derived, which, it is 

claimed, allows one to calculate the mass rate of flow in the 
natural-convection plume above a horizontal heated cylinder 

' The error is defined as E = CF*cai<, - T*e„)/T*e 
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immersed in a liquid. In the course of deriving this formula, a 
number of simplifying assumptions were made and stated 
explicitly, but there is one major assumption that was tacitly 
accepted. The purpose of this section is to state and discuss this 
assumption. 

The assumption in question is that the mass rate of flow through 
a horizontal plane located at a distance x above the central axis 
of a horizontal cylinder submerged to a depth D below the free 
surface of a finite pool of liquid contained in a tank is the same as 
if the cylinder were submerged in an infinite medium. Tha t this 
assumption is inexact and constitutes an approximation is obvi
ous, for it is clear that the containing walls of the tank impose 
boundary conditions that induce circulations throughout the 
tank that are not induced in an infinite medium; furthermore, the 
presence of the free surface in the tank causes the vertical plume 
to bifurcate and then move horizontally; this change in direction 
does not, of course, occur in an infinite medium. 

The circulations induced throughout the tank are thought not 
to exercise an appreciable effect upon the flow in the plume for the 
reason that these circulations are much weaker than is the flow in 
the plume—here the term "weaker" means that the associated 
velocities, accelerations, and forces have smaller magnitudes. 
As to the influence of the free surface upon the final result, there 
are two reasons why this is thought not to be significant: First, 
for all the experimental results reported here, the free surface was 
never nearer to the cylinder axis than 10 cylinder diameters, i.e., 
D/d > 10. As has been stated earlier, the condition D/d > 10 
insures that McAdams' heat transfer correlation describes the 
steady-state portion of the cylinder's surface temperature history, 
and this has been interpreted to mean that the cylinder "sensed" 

an infinite medium when D/d > 10. Hence it is concluded that 
the plume, at least in the vicinity of the cylinder, was unin
fluenced by the presence of the free surface in all tests reported 
here. Second, although the presence of the free surface causes 
the plume to bifurcate and flow horizontally, representing a major 
alteration in the pattern of flow compared to the case of an infinite 
medium, this bifurcation can have little influence upon the total 
momentum'—and therefore upon the mass rate of flow—in the 
plume. The reason why the influence of the bifurcation process 
upon the total momentum is minimal is that the free surface 
represents a boundary condition of zero shear force, and this 
boundary condition is identically the same as applies to the plane 
of symmetry of a plume in an infinite medium. In colloquial 
terms, one might say tha t the free surface does not cause the 
plume to "pile up . " 

For the reasons indicated above it is believed that equation 
(10), which was derived on the basis of data taken in a finite 
tank, is applicable to the case of an infinite medium. 

Conclusions 
1 For the tests conducted here, it was found tha t equation (2) 

with C = 0.50 ± 0.01 is applicable when D/d > 10. The con
dition D/d = 10 is therefore assumed to represent the minimum 
depth of submergence for which the cylinder used in the present 
study "sensed" an infinite medium. I t is expected that this 
minimum depth of submergence is, in general, a function of fluid 
properties and At; hence it is not expected that the criterion D/d 
= 10 is universally applicable to all fluids and At's. This aspect 
of the present investigation merits further study. 

2 When a heated horizontal cylinder is submerged in a liquid 
to a depth sufficiently great so that it "senses" an infinite me
dium, the mass rate of flow in the natural-convection plume above 
the cylinder is given by the following formula: 

M 
= 1.52(GP)0-62 — '" (f )' (10) 

where x is the distance upward from the cylinder axis to a hori
zontal plane through which the calculated mass rate of flow 
passes. This formula has been determined on the basis of ex
perimental data for which 1/2 < x/d < 48; however, it is esti
mated tha t the formula is applicable in the extended range x/% 
< x/d < 100, which includes most cases of practical interest. 

3 Equation (10) predicts mass rates of flow much higher 
(about 50 times) than are predicted by equation (1). This be
havior is consistent with the fact tha t equation (1) has been 
derived on the basis of boundary-layer theory, and the basic as
sumption upon which this theory rests (that the regions of tem
perature and velocity are relatively thin) was not satisfied in the 
experiments from which equation (10) was developed. Never-

Table 2 Experimental remits 

Test 
No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

(Btu/hr-ft-2) 

6675 
6675 
6675 
6675 
6675 
6675 
6675 
6675 
6675 
6675 
3364 
3364 
3364 
3364 
3364 
3364 
3364 
3364 
3364 
3364 

D/d 

48.00 
48.00 
35.00 
35.00 
21.95 
21.95 
14.94 
14.94 
9.97 
9.97 

48.00 
48.00 
35.00 
35.00 
21.97 
21.95 
14.94 
14.94 
9.97 

10.01 

h 
(deg F) 

74.50 
74.20 
71.04 
73.57 
75.38 
74.50 
73.87 
75.91 
72.14 
74.55 
75.48 
76.70 
76.39 
72.27 
76.70 
75.61 
75.13 
77.14 
76.13 
75.83 

is, steady state 
(deg F) 

117.89 
117.52 
114.42 
117.14 
118.50 
117.57 
117.43 
118.62 
115.85 
117.98 
101.17 
102.65 
101.75 

98.35 
102.44 
101.21 
100.95 
102.37 
101.75 
101.79 

Tb 
(min) 

12.0 
16.0 
13.0 
13.0 
12.5 
12.0 
11.5 
11.5 
12.0 
12.5 
9.0 

11.0 
11.0 
10.0 
12.0 
12.0 
14.0 
12,0 
13.0 
14.0 

Tc 

(min) 
31.0 
32.0 
29.0 
29.0 
24.0 
24.0 
22.0 
21.0 
19.0 
19.5 
39.5 
40.5 
35.0 
34.0 
31.0 
30.0 
29.0 
28.0 
21.5 
23.0 

T* = lMTc- Th) 
(min) 
25.0 
24.0 
22.5 
22.5 
17.75 
18.0 
16.25 
15.25 
13.0 
13.25 
35.0 
35.0 
29.5 
29.0 
25.0 
24.0 
22.0 
22.0 
15.0 
16.0 
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theless, for a given heating rate, the dependence of the mass rate 
of flow upon x is similar in equations (1) and (10) (a0-'6 versus a;0'7), 
and in view of the many assumptions made in the derivation of 
both equations, this agreement is considered to be good. 
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Analysis of Real-Gas and Matrix-Conduction 
Effects in Cyclic Cryogenic Regenerators 
The one-dimensional governing equations for the thermal performance of cryogenic 
regenerators are developed and simplified by neglecting gas conduction and pressure 
drop along the matrix. The present formulation includes the effects of matrix conduc
tion and real-gas behavior, which can be quite important in actual situations but were 
neglected in all previous analyses. The time dependence of the governing equations is 
eliminated by integration over the compression and expansion periods. Numerical 
solutions of the resulting time-independent equations are presented for various values 
of physical parameters and temperature levels. Comparison with the corresponding 
cases neglecting real-gas and matrix-conduction effects demonstrates the significant 
nature of these effects for many operating conditions. 

Introduction 

Wc POMPACT cryogenic refrigerators based on various 
operating cycles [1-4]1 have seen extensive applications in super
conducting devices, cooled infrared detectors, etc. All these re
frigerators use one or more regenerators rather than conventional 
heat exchangers because of their many advantageous factors, 
particularly their superior effectiveness and compactness [5]. 
The regenerators in cryogenic refrigerators are exposed to rapidly 
cycling flows under steep temperature gradients, and the validity 
of the early theories [6] on regenerators, dealing with the steady, 
laminar, incompressible flow of constant-property fluids, is 
highly questionable. Moreover, the efficiency of refrigeration 
cycles is very low at cryogenic temperatures, making it essential 
to design the regenerators for optimal effectiveness and to evalu
ate the thermal performance accurately. Accordingly, consid
erable effort has been devoted recently to more sophisticated 
regenerator analysis [7, 8]. Particularly noteworthy is the anal
ysis made by Rea and Smith [8], which takes proper consid
eration for variable density, mass flux, and heat transfer coeffi
cient. Major restrictive assumptions in their theory, particu
larly for applications at very low temperatures, include absence 
of heat conduction, temperature-independent heat transfer co
efficient, and ideal-gas behavior. 

I t is the purpose of the present investigation to develop a 
general but simple theory for the thermal performance of cyclic 
cryogenic regenerators that includes various important real 
effects discussed above. Numerical results have been obtained 
and analyzed indicating the significance of these effects in actual 
situations. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of T H E AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, Denver, Colo., August 6-9, 1972. 
Manuscript received by the Heat Transfer Division April 12, 1972; 
revised manuscript received May 18, 1972. Paper No. 72-HT-27. 

Theoretical Framework 
Thermodynamic and Transport Properties. In the following, 

a brief discussion is presented of the equation of state for a 
real gas and of transport properties tha t will be needed for the 
development of the governing equations. 

The real-gas equation of state is expressed in terms of the com
pressibility factor Zi: 

V = pRTZl (1) 

The common form of the virial equation of state has Zi expressed 
in powers of p with the virial coefficients as functions of tem
perature, cf., e.g., [9]. However, if the pressure drop along the 
regenerator axis is neglected, pressure becomes a known quan
tity, and an expansion in powers of p will be more convenient: 

Z,(p, T) = 1 + £ 
1 \j = 0 l 

pi 

The enthalpy of a real gas is given as [10] 

• T 
h(p, T) = h + I c„°dT iT",dT + i'[--T( 

dv\ " 

(2) 

dp (3) 

where c / is the limiting value of the specific heat at constant 
pressure for zero pressure and ha is the reference enthalpy. I t 
can be similarly expressed in the form 

h(p, T) = h0 + CpOTZiip, T) = h0 + 
y 

y - 1 
RTZifaT) (4) 

where y is the ratio of specific heats. For the common case in 
which helium is involved, c„° is a constant and Z2 becomes, em
ploying equation (2), 

y _ ! ni (nj(i) • m i 

(5) 
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I t should be noted that for high pressures and very low tem
peratures, many terms in the expansions for Z1 and Z% are needed. 
Although the second virial coefficient can be calculated in some 
gases such as helium from quantum mechanics [11], the third 
and higher order coefficients become impossible to evaluate 
theoretically and must be determined by fitting experimental 
data, for instance the work of Mann [12] for helium. 

The heat transfer coefficient ht is usually given by empirical 
correlations of the dimensionless form 

St Pr2 / ' = a Re" (6) 

where a and n are constants depending on the flow. The Stanton 
and Reynolds numbers St and Re are based on the hydraulic 
diameter [13] 

Dh = 4 -
( -

_2 _ 

i r 
Dp for packed spheres (7) 

With equation (6), the heat transfer coefficient can be written as 

ht = K f — ) I — ) (8) 

where ih0 is the average mass flux at the cold end. The con
stants K and Mi are 

K = a - f (Reo)™1 Pr1 / ' wi = 1 + n 
Dh 

The subscript 0 refers to conditions at the cold end, while the 
term (T/T0)

n- accounts for the temperature dependence of the 
heat transfer coefficient. The most reliable values for a and n 
for a column of packed spheres are probably given by Rea and 
Smith [8], as they performed their experiments on a rapidly 
cycling regenerator. They listed a = 0.71 and n. = 0.41, while 
others reported slightly different values [14], or a = 0.237 and 
n = 0.31 [15]. 

I t will be shown that the effect of gas conduction is negligible, 
but conduction along the matrix can be significant. However, 
values for the thermal conductivity of the matrix, km, are gener

ally not known because of the associated uncertainties in im. 
purities and contact resistances of the matrix particles, as well 
as the gas flow situation. Although some information is avail, 
able, cf., e.g., [16,17], for an exact calculation of the conductivity 
effect, km will have to be found experimentally for the particular 
regenerator and flow situation. 

Governing Equations in One Dimension. I t will be assumed here 
that the problem is one-dimensional, i.e., the influence of the 
heat transfer to and from the wall and the inhomogeneity of the 
matrix are neglected. While the matrix is generally reasonably 
homogeneous, the wall effects can be justifiably neglected only 
when the hydraulic diameters of the flow passages are much 
smaller than the diameter of the regenerator, i.e., if Du/Dr <j; i. 

Consider a control volume dV ( = Adx), where A is the cross 
section of the regenerator. Performing energy balances for gas 
and matrix and a mass balance for the gas yields 

gas energy: 

d , 

u{pu) 
b b / bT\ a 

+ — (ptoh) - — [k — ) + —ht(T - Tm) = 0 
ox ox \ ox/ e 

ox \ ox ) 1 

(9) 

matrix energy: 

pm bt 

continuity: 

h,(T - Tm) = 0 (10) 

da; 
(pw) 

bp 
— = 0 
bt (11) 

In equation (9) the additional assumption has been made that 
the kinetic energy of the gas and viscous dissipation are negligible, 
while in equation (10) the matrix density is assumed practically 
constant. 

Using equations (1), (4), and (11) as well as the fundamental 
thermodynamic relation 

u = h — p/p 

equation (9) can be simplified to 

(12) 

-Nomenclature-

A = regenerator cross section 
cp = specific heat at constant 

pressure of the gas 
cm = specific heat of matrix ma

terial 
& = parameter defined by equa

tion (19) 
C2 = integration constant defined 

by equation (26) 
DH = hydraulic diameter of flow 

paths 
Dp = diameter of matrix particles 
Dr — regenerator diameter 

h(h0) = gas enthalpy (at reference 
state) 

ht = heat transfer coefficient 
k, km = thermal conductivity of gas 

and matrix, respectively 
K = proportionality factor for ht 

Km = conduction-convection 

parameter, equation (19) 
I = regenerator length 

m = nondimensional mass flux, 
m/riio 

rh = mass flux 
ma, Ma = constants for virial coeffi

cients 

Nu = Nusselt number, htDu/k 
p — gas pressure 
P — nondimensional gas pres

sure, p/2(pH — PL) 
Pr = Prandtl number, )j.cp/k 
Qm = matrix heat capacity-con

vection parameter, equa
tion (19) 

R = gas constant 
Re = Reynolds number, pwDh/p. 
St = Stanton number, ht/pwcp 

t — time 
T, T„> = gas and matrix temperature 
u, um = internal energies of gas 

and matrix 
Vr = regenerator void volume, 

eAl 
v = specific volume, 1/p 

w = average gas velocity in axial 

direction 
x = axial distance 
z = nondimensional axial dis

tance 
Z\, Zt, Z2* = compressibility factors 

a = heat transfer area per unit 
volume 

fi — constant defined by equa

tion (29) 
7 = ratio of specific heats at 

constant pressure and 
volume 

8 = fraction of total cycle time 
used for compression 

e = regenerator porosity = void 
volume/total volume 

r] = regenerator effectiveness 
6 = nondimensional time 
p. = gas viscosity 
7r = time span of a full cycle 

p, pm = density of gas and matrix 
a = real-gas factor 

T, rm = nondimensional gas and ma
trix temperature 

Subscripts 

0, I = denotes location, cold end (x = 
0) and hot end (x = I) 

c, e = values during compression and 
expansion half-cycles 

H, L = values at end of compression and 
expansion 

m = matrix 

Superscript 

~ = average value over half-cycle 
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1 1 (op) + -
. - 1 dt y 

where 

7 d 
- 1 — fl — (/ou>2%) 
— 1 ox 

da; ('S) + — fe((r - Tm) = 0 (13) 

T (1-0 ( H ) 

has been introduced. For a perfect gas, cr reduces to unity, as 
do Zi and Z2. 

A simple order-of-magnitude estimate [18] shows that the 
conduction term in equation (i3) is negligible in all practical 
cases, and equation (13) assumes its final form: 

I d y 

— 1 dt 7 — 
- R~ (frwTZ1) + —ht(T 
1 OX € 

Tm) = 0 

(15) 

If the pressure drop along the regenerator is neglected, as is 
done here, the pressure is a known function of time, and equations 
(15), (10), and (11) form a system of three equations in the three 
unknowns T, Tmi and (pw). They are in general subject to the 
following boundary conditions: 

cold end (x = 0): T(0, t) = T0 = const. 

Sir < t < 7r (expansion interval) 

hot end (x = I): T(l, t) = Ti = const. 

0 < t < §7r (compression interval) 

cold end (x = 0): m(0, t) = m„(t) 0 < t < ir 

The first two conditions state that the temperature of the gas 
entering the matrix is known and constant (w is the time span of 
a full cycle and 8 is the fraction of ir during which compression 
takes place). From the state of the gas outside the cold end, 
the mass flow at the regenerator entrance can be calculated to 
yield the third boundary condition. 

Nondimensional Parameters. Before solving the above equa
tions, it is convenient to introduce the following nondimensional 
independent variables: 

2(pH VL)VT X_ 

I 
and 6 

7T mowRTo 

The new dependent variables will be 

T = T/Ta rm = Tm/T„ and m = m/m", = (pw)/(pw)„ 

while a nondimensional pressure will be defined as 

P = p/2{pH - PL) 

The subscripts H and L stand for values at the end of compression 
(high pressure) and expansion (low pressure), respectively. Us
ing equation (8), equations (15), (10), and (11) transform to 

gas energy: 

I d d 
— — (aP)+ -(mZiT) 
7 * bz 

matrix energy: 

c . l | T O | « i r n 2 ( T _ T m ) = 0 ( 1 6 ) 

continuity 

dm 

l)z 

!2(r - T „ ) = 0 (17) 

(18) 

cold end [z = 0): m(0, 6) = mo(0) = m0(^)Mo 

r(0, 6) = 1 5 < 6 < 1 (expansion) 

hot end (z = zi): (zi, 6) = TI 0 < 6 < 8 (compression) 

The parameters &, Qm, and Km have been defined as 

ft = 
y - 1 a 7rl\K 

y e 2(pH — PL) 

7 - 1 1 - e pmcmT0 
(19) 

7 e 2(pH — pL) 

&m = — „ Zl 
y e maR 

with zi = z (x = I). Physically, Ci is the ratio of convection and 
work done by compression, while Q„/Ci is the ratio of heat stor-
able in the matrix and convected energy. Thus a large Qm should 
indicate a small temperature variation of the matrix with time. 
On the other hand, Km/Ci is the ratio of conduction and con
vection and gives an indication of the importance of the conduc
tion effect. 

Regenerator Ineffectiveness. The ineffectiveness of a thermal 
regenerator can be defined as [5, 8] 

1 - V 
total losses over one cycle 

ideal heat exchange 

Losses are due to conduction and to the fact that the gas tempera
ture oscillates around the matrix temperature. Thus 

I - 1 7 = 

bT 
\fmhdt\ + (1 - e)Afkm — ^ dt 

ox 

I \mi\hidt — J \m0\hndt — eA 1 pudx 
Jc Je L JO 

(20) 

The numerator of equation (20) is constant over the entire length 
of the regenerator, as is easily seen from equations (16) and (17). 
The integrals in the denominator denote integration over the 
compression (fc) and expansion (fe) half-cycles, respectively, 
while the last term describes the difference of internal energy of 
the gas in the regenerator void volume at the end of compression 
(t = Sir) and expansion (J, = 0 or t = T). All values of the de
nominator must be evaluated for the ideal case of r\ = 1. 

Equation (20) can be simplified to 

1 - V 

\fmZ2rdd\ + fKm^dd 
oz 

f\mZiT\lcdd - £\mZir\Hd6 - — P [{aP)H - (<rP). 
y Jo 

h\dz 

(21) 

subject to the boundary conditions 

Here the subscripts c and e mean that the values during com
pression and expansion half-cycles, respectively, are to be taken. 

Equations for Time-integrated Properties 
For the design of thermal regenerators, it is not crucial to 

know the time histories of the gas and matrix temperatures and 
of the mass flux, but it is very important to predict the effective
ness as accurately as possible. Equation (21) reveals that for 
the performance evaluation only values integrated over a com
plete cycle are needed. Integration of the governing equations 
(16)-(18) with respect to time will therefore facilitate a solution 
without eliminating any valuable information. While an in
tegration over a full cycle does not prove to be practical, an 
integration over shorter time intervals does [8]. Therefore the 
regenerator cycle is broken up into the compression period (0 < 
t <l Sir, gas flows from hot to cold end, m < 0) and the expansion 

Journal of Heat Transfer MAY 1 973 / 201 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///mi/hidt


0 0.5 1 0 
Fig. 1 Typical temperature history during compression and expansion 

TH — Tn + 
2/3 

mZ*,, r*~*-if} 
r i = Tm w£*2»> I 

C2 — ifn 

C2 — Km 

dz 

drm 

dz 

(28) 

Here /3 is some constant 0/a < /? < 1) whose value depends on 
how the gas temperature fluctuates with time. Assuming that 
this variation can crudely be approximated by a power law, i e 

The parameter /3 turns out to be 

n > 3 

M 2 » - 1 (29) 

period (5x < t < 7r, gas flows from cold to hot end, m > 0). For 
mathematical simplicity it is assumed that these periods are of 
equal length (half-cycles 5 = V2) and that at all times the mass 
flux everywhere in the regenerator is in the same direction, i.e., 
flow reversal occurs everywhere at the same instant. 

In order to get simple expressions involving integrated or 
average values for the unknowns TO, T, and rm , it is necessary to 
make the further assumption that the average of a product equals 
the product of the averages, i.e., 

(<W0 •£ 
(22) 

£<j>\pdd9^ £4>d6-f\l/dd 

where <j> and \p are any functions involving the three unknowns. 
In general, this can be a rather crude simplification. However, 
if one of the functions, say <j>, is only weakly dependent on time 
6, one can write 

W ) = £4>WB = $-tf\pdO = 4>-t (23) 

to a very good degree of accuracy even if ip is a strong function 
of 6. 

All terms in equations (16)-(18) and (21) are readily integrated 
employing assumption (23), with the exception of UTTl2(j. 

Tm), as TO and (T — rm) both vary from zero to some maximum 
value and back to zero. However, this term involves the em
pirical correlation for the heat transfer coefficient. Redefining 
ht as 

h, = Kmnifn (24) 

where m = £\m.\dd and f = jfrdd, makes the last term also easily 
integrable. 

The results are two coupled ordinary differential equations in 
m and fm, which must be solved numerically: 

"-»^\-&l dz { \ZIT/L 
(25) 

and 

7 

where 

{TP)L\ — — (mZlmfm) 
dz 

+ 
Cmn'T,„ 

mZ*2m 
Km 

dfm 

dz 
= 0 (26) 

Z\m = — (fmZ2„) = 1 
drm 

—^ E Z ^ " ^ - ^ ^" (27) 
7 . f l .^1 * T»' 

and 

The qualitative nature of such profiles is shown in Fig. 1. \t is 
clear that n X> 1 if Qm -*• <x>, i.e., when T,„ does not vary with 
time, so that /3 ^ 1/1. On the other hand, if T,„ varies consider
ably (e.g., because of a small Qm at very low temperatures), n 
will be rather small and /3 can be expected to be close to one 
Whatever the choice of /?, its influence should be small. 

The integration constant C2 must be determined through the 
boundary conditions, to which equations (25) and (26) are 
subjected: 

cold end (2 = 0): m = 1 fm -1 + £{a-*-% 
hot end (z = zi): fm = n - _ I C2 - Km —^ \ 

mZ*im \ dz ) 

A detailed discussion of the analysis leading to these results has 
also been given [16]. 

Regenerator Ineffectiveness. Once equations (25) and (26) are 
solved and C2 is found, the regenerator ineffectiveness can be 
calculated from 

V 

2C2 

m{zi)Zi{P,Tl)Ti - Z2(P, 1) - - f " {(aP)H - (o-P). 
T Jo 

L)dz 

(30) 

Numerical Results 
Equations (25) and (26) can be readily put into finite-difference 

form. Both equations are of first order and are nonlinear, sub
ject to two boundary conditions at the cold end (z = 0). An
other condition is available at the warm end (z = zi) for the 
evaluation of the integration constant G%, thus making the solu
tion a boundary-value problem. Nevertheless, a treatment 
based on the initial-value problem is possible by estimating 
values for Ci. I ts exact value can then be found through itera
tion. An initial value for C% must be chosen, and for this purpose 
a fairly accurate value can be obtained by solving equation (26) 
for d with an estimated slope {dfm/dz)z^. The solution of the 
governing equations for this value of C2 yields a value for ri. 
The C2 must be improved until this ri coincides to some required 
degree of accuracy with the given boundary condition for ri. 
This can be conveniently achieved, for example, by employing 
the Regula Falsi, which assures fast convergence. The solution 
for equations (25) and (26) as an initial-value problem can easily 
be achieved by employing the Runge-Kut ta method. I t was 
found that a step size as large as zi/20 already gives accurate 
results. 

Equations (25) and (26) and their boundary conditions are 
governed by a number of parameters. For the case of a perfect 
gas without conduction these are «i, nh 7, &, zi, and n , provided 
that the right-hand side of equation (25) can be approximated 
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Fig. 2 Real-gas effects on matrix temperature distributions at different 
temperature levels (zi — 10, Q = TOO) 

Fig. 3 Real-gas effects on matrix temperature distributions at different 
temperature levels (z; = 1 , Ci = 1000) 

by l/f,„. As Mi, ra2, and y can only attain a few distinct values 
for regenerators operating at very low temperatures, a complete 
set of results could easily be presented in chart form. However, 
if longitudinal conduction and real-gas effects are taken into 
account, four other parameters (Km, T0, PH, and PL) must be 
added to the system. This makes it rather impractical to obtain 
extensive numerical results. 

Therefore, only a few representative cases for helium were 
computed here to demonstrate how the solution is influenced by 
real-gas and matrix-conduction effects. Besides y = 1.67 and 
/? = 0.80, the correlation 

h, = /Ore0-69?™0-20 

for the heat transfer coefficient was used throughout the calcula
tions. The choice for n ; stems from the fact tha t for very low 
temperature regenerators a matrix of lead shot generally is used, 
for which Rea and Smith [8] and Gamson et al. [14] listed nx = 
0.59. Little is known about the temperature dependence of 
the heat transfer coefficient, so that the value for n-i remains 
rather arbitrary until further research provides a more reliable 
one. 

I t is assumed that in regenerators operating at very low tem
peratures the values of & are between 100 and 1000, while zi 
varies between 1 and 10. Figures 2-4 demonstrate the impact 
of real-gas effects on the temperature and mass-flux profiles at 
different temperature levels for the special case of Ti = Ti/T0 = 
5. The compressibility factors for helium are close to unity near 
20 deg K. Above this temperature they are slightly greater 
than one, while they decrease considerably for lower tempera
tures. Thus above 20 deg K, little influence of real-gas effects 
is expected. Down to a cold-end temperature of 10 deg K, the 

Journal of Heat Transfer 

Fig. 4 Real-gas effects on mass-flux distributions at different tempera
ture levels (m = 1 , Ci = 1000) 

Fig. 5 Real-gas effects on matrix temperature distributions at different 
pressure levels (zi = 0 . 1 , Q = 1000) 

curvature of the temperature profile increases (and can even be
come positive). This indicates that more regenerator length at 
the cold end is needed for helium below 20 deg K than for an 
ideal gas to overcome the same temperature difference, thus 
decreasing the regenerator effectiveness. Below 10 deg K at 
the cold end, real-gas effects become so strong that temperature 
and mass-flux profiles develop an inflection point. In general, 
the effect of different pressure levels is less significant, mainly 
because the enthalpy is rather insensitive to pressure changes. 
Figure 5 gives an example of how the temperature profile is 
affected for the extreme case of T0 = 6 deg K. I t should be 
noted that the real-gas result for higher PH comes closer to the 
ideal-gas solution, although the pressure fluctuation is twice as 
large as compared with the case of the lower PH- This is due 
to the fact that at very low temperatures helium behaves more 
like an ideal gas around 20 atm. Figure 6, finally, demonstrates 
how longitudinal conduction tends to straighten the temperature 
profiles. 

The regenerator effectiveness depends primarily on the tem
perature difference between gas and matrix, as well as on the 
magnitude of longitudinal conduction. Obviously, a large heat 
transfer coefficient (large Ci) and a small mass flux (large z{) re
duce the temperature difference. However, a small mass flux 
also results in a decrease of the heat transfer coefficient, so tha t 
an optimum value must be found. Furthermore, the relevant 
parameter for conduction, Km, also increases with Ci and zi 
and therefore must be included in the optimization. Tables 1-3 
list the regenerator ineffectiveness for some values of zi, Ci, and 
Km for some temperature levels. I t appears that in general real-
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Regenerator ineffectiveness for ideal-gas and real-gas behavlo 
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Fig. 6 Conduction effects on matrix temperature distributions (z; = 1 0 , 
Q = 100) 

Table 1 Regenerator ineffectiveness for ideal-gas and real-gas behavior 
(z f = 0.1) 

• 1 
c l 

1000 

K 
m 

< ID" 6 

I D " 4 

1 0 ' ' 

< i o - 6 

ID" 4 

ID" 2 

< i o ~ 6 

ID" 4 

ID" 2 

l O - 4 

10 " 

T o ; T j l ["K] 

6; 30 

6; 30 

10; 50 

10; 50 

P[:PH[at:m] 

10; 20 

10; .15 

10; 20 

10; 15 

. . . . . . 1 -
i d e a l 

1.628 

1.817 

20.814 

1.627 

1.816 

20.863 

1.62S 

1.817 

20. 814 

1.627 

1.816 

20.863 

r e a l 

1.930 

2.093 

18.353 

1.956 

2.118 

18.353 

1.799 

1.961 

19.080 

1.776 

1.952 

19.277 

gas behavior tends to decrease the regenerator effectiveness, as 
is anticipated from the figures. In addition, if the overall per
formance of the regenerator is poor, conduction effects will be 
unimportant, while for a very high regenerator effectiveness a 
small value of Km will exhibit a profound influence. I t can be 
stated that conduction is unimportant in most cases as long as 

^ Tl ~ 1 ^ 
Km « C2 

For larger values its influence can be estimated by, cf. equation 
(26), 

( 1 ~ v)K,n _ x , Km(ri - 1) 
(1 -V) Km-0 C2 (Km = 0) zi 
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The Numerical Simulation and Design 
of a Homogeneous Nonisothermal 
Multi-pass Skll-and-Tube Reactor 
The simulation of a multi-pass shell-and-tube reactor requires the solution of a non
linear two-point boundary-value problem. Six nonlinear ordinary differential equa
tions describing the production of ethanolamines in 1-2 and 1-4 shell-and-tube reactors 
are solved numerically using both a quasi-linearizalion algorithm and a classical shoot
ing method. Despite the presence of jive unknown initial values, the shooting-method, 
approach proved superior for this particular problem. The simulation revealed that 
for exothermic reactions the optimum tube-side temperature profile {and therefore the 
minimum-size reactor) was most closely approached by designing for the lowest overall 
heat transfer coefficient and cooling-water flow rate and highest inlet cooling-water 
temperature, subject to the constraint of a maximum-reaction mixture temperature. 

Introduction 

A CONSTRAINT encountered in the design of chemical 
reactors is tha t of a maximum or minimum permissible reaction 
mixture temperature. Product decomposition, reaction kinetics, 
pressure limitations, or any of a number of other design con
siderations can dictate such a constraint. The imposition of 
this restraint may require that the reaction be carried out non-
adiabatically. If large surface areas are involved, the use of 
a shell-and-tube reactor would become desirable for the same 
reasons of economy of construction as those advanced for using 
a shell-and-tube rather than a double-pipe heat exchanger. 
However, the simulation and design of a multi-pass or counter-
current single-pass shell-and-tube reactor with nonuniform heat 
generation requires the solution of a set of nonlinear ordinary 
differential equations of the two-point boundary-value type in
volving r + 1 unknown initial values, where r is the number of 
chemical products. The solution of problems of this type, either 
analytically or numerically, is generally quite difficult. 

The first purpose of this work is to simulate numerically the 
operation of a shell-and-tube reactor and to elucidate those 
parameters having the dominant influence in the suitable design 
of such a reactor. The industrially important reaction of am
monia with ethylene oxide to form mono-, di-, and triethanol-
amines has been chosen for illustration since the kinetics of the 
system of four exothermic, irreversible, consecutive-competi-
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triethanolamines 

tive chemical reactions approach the complexity normally en
countered industrially. 

The second purpose of this work is to compare the efficiency 
of the method of quasi-linearization as described by Lee [ l ] 1 

with that of a modification of the classical numerical technique 
commonly known as a shooting method. The quasi-linearization 
method establishes a systematic algorithm for the iterative solu
tion of nonlinear two-point and multi-point boundary-value 
problems. The classical approach reduces the solution of a 
boundary-value problem to the iterative solution of an initial-
value problem. When nonlinear equations are involved, this 
approach is sometimes subject to convergence problems. 

The shell-and-tube reactor is a component in the general 
processing scheme shown schematically in Fig. 1. Computer 
calculations were carried out for the first adiabatic section to 
determine the temperature and reactant distribution of the feed 
to the nonadiabatic reactor. A closed treated-cooling-water 
system is necessary due to cooling-water temperatures in the 
range of 100 to 200 deg C. The reactant feed rate is based on a 

Numbers in brackets designate References at end of paper. 
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production rate of 40,000,000 lb per year of ethanolamines, corre
sponding to a large-sized unit. 

Mathematical Model 
The system of irreversible consecutive-competitive (or series-

parallel) reactions describing the production of ethanolamines 
may be represented as 

fci 
A + B -» ABx 

ABi + B i ABt 

ABz + B^l ABS 

AB3 + B -t ABi 

where A represents ammonia, B represents ethylene oxide, ABi 
represents monoethanolamine and so on. 

From mass balances 

NA = NAO - Xi = NABO 

NABi_1 — Xi-i — Xi 

4 
NB = NBo- E Xi 

i = i 

Non = Nw, + E Xi 

Using these relations and the rate dependence proposed by Lowe, 
Butler, and Meade [2], rate equations in terms of the Xi may be 
written as follows: 

dXj 

dl 
k 0^) (Xi., - XJNB, - E *<YAV. + E *<Y 

( i ) 

Combination of the experimental data of Ferrero, Berbe, and 
Flamme [3] and tha t of Lowe, Butler, and Meade yields the 
following equations for the prediction of the fc,-: 

6983 
In hi -

In k2 = 

In k3 -

la ki -

= 10.60 

= 13.96 

= 12.67 

= 6.18 -

T 

7545 

T 

7233 

T 

6048 

T 

The units of ki and T in the above four equations are (liter/gm-
mole)3/min and deg K, respectively. The standard heats of 
reaction at 25 deg C for the four exothermic reactions are Affi = 
-53 ,600, Aff2 = -48 ,400, AH3 = -50,200, and Affi = 
— 50,400 Btu/lb-mole. These were assumed independent of 
temperature and composition. 

An energy balance is now established for the 1-2 shell-and-tube 
reactor shown in Fig. 2. For the tube-side reaction mixture, 
assuming plug flow and neglecting axial conduction and diffusion, 

dT = J. * 
dl C , , ^ ' 

AH dXi irDU'jT* - T) 

dl CpGS 
(2) 

and for the shell-side heat transfer medium, neglecting heat loss 
to the environment, 

dT* _ rnrDU\T - T*) 

dl ~ W*CV* 
(3) 

For multiple tube-side passes, equations (1) and (2) must be 

.Nomenclature* 

A = ammonia, NH 3 

ABi = monoethanolamine, 
NH2(CH2)2OH 

ABi = diethanolamine, 
NH[(CH2)2OH]2 

ABz = triethanolamine, 
N[(CH2)2OH]3 

ABi = heavier by-products 
B = ethylene oxide, CH2—CH2 

\ / 
O 

Cv = average heat capacity of reac
tion mixture, Btu/lb-deg C 

Cv* = average heat capacity of cool
ing water, Btu/lb-deg C 

D = outside tube diameter, ft 
G = mass velocity, lb/ft2-hr 
ki = specific reaction rate constant 

for reaction i, (ft3/lb-mole)3 

/hr, i = 1, 2, 3, 4 
I = length, ft 

L 
m 
n 

Nto, 
NBO, 

Nwo 

NA, 
NB, 

iV0H 

NA 

= length of one tube pass, ft 
= number of tubes per pass 
= number of iterations 
= pound-moles of ammonia, 

ethylene oxide, and water, 
respectively, present in feed 
to first adiabatic reactor per 
pound of feed 

= pound-moles of ammonia, eth
ylene oxide, and hydroxy 
groups, respectively, pres
ent at length I per pound of 
feed 

= pound-moles of ABi present 
a t length I per pound of 
feed, i = 1, 2, 3, 4 

= total number of tube passes 
= inside cross-sectional area of a 

single tube, ft2 

= local temperature of reaction 
mixture, deg C 

U' = 

U 

W* 

Xi 

I, II 

AH; 

AZ 

local temperature of cooling 
water, deg C 

overall heat transfer coefficient 
based on outside tube area, 
Btu/hr-ft2-deg C 

overall heat transfer coefficient 
based on outside tube area, 
Btu/hr-ft2-deg F 

mass flow rate of cooling 
water, lb/hr 

pound-moles of ABi formed up 
to length I per pound of 
feed, i = 1, 2, 3, 4 

first and second pass, respec
tively 

standard heat of reaction i, 
Btu/lb-mole, i = 1, 2, 3, 4 

step size used with Runge-
Kut t a algorithm, ft 

local density of reaction mix
ture, lb/ft3 
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applied anew for each tube-side pass. For example, the bound
ary conditions for a 1-2 reactor are 

at I = 0 

J- = J inlet Ai — -Ai,in T* = Tin 

a,tl = L 

T' = T " Xi7 = Xi' 1, 2, 3, 4 

1, 2, 3, 4 

(4) 

(5) 

Equations (4) and (5) furnish 2i + 3 boundary conditions for 
the 2i + 3 equations. Analogous boundary conditions hold for 
a p-pass exchanger by simply applying equation (5) p — 1 times. 

Numerical Technique 

Equations (1), (2), and (3) subject to the boundary values 
given by equations (4) and (5) were solved first using the quasi-
linearization method described by Lee [1]. This is essentially 
a generalized Newton-Raphson technique for functional equa
tions. The quasi-linearization approach both linearizes the set 
of ordinary differential equations and provides a sequence of 
functions which converge (from rough initial approximations 
of the unknown functions) quadratically and monotonically to 
the solution of the original nonlinear equations. In addition 
to its systemization of the solution of nonlinear boundary-value 
problems and its quadratic convergence, it may have particular 
usefulness in problems where nonlinearities are of the exponential 
type as in the Arrhenius reaction rate term of equation (1). 

To illustrate the method concisely, equations (1), (2), and (3) 
are written in vector form as follows: 

dX 

dl 
= f(X, I) (6) 

where X and f are six-dimensional vectors. X has components 
Xi, X2, X3, X4, T, and T*, while the components of f are the right-
hand sides of equations (1), (2), and (3) respectively. Using the 
quasi-linearization technique, the following vector recurrence 
relation can be obtained: 

= f(X„, I) + /(X„)-(X„+ 1 - X„) (7) 

where J{Xn) represents the following Jacobi matrix: 

/(X„) = 

dXln 

ZXu 

dXen 

a/. 
dX6nJ 

(8) 

Note that equation (7) is now linear in Xn+i. Due to this 
linearity, any one of a number of numerical techniques, including 
initial-value methods, could be used to obtain a solution. How
ever, in view of the exponential dependence of the reaction rate 
on temperature and the concomitant possibility of numerical 
instability for an. explicit technique, equation (7) was placed in 
finite-difference form and solved implicitly using a standard 
Gaussian elimination method (see Carnahan, Luther, and Wilkes 
[4]). To further guard against numerical instabilities, the reac
tion mixture temperature during any given iteration was re
stricted to a certain rather wide range of values, Tmin < T < 
2'max. The initial functional approximations for the components 
of X were taken to be simply the initial conditions given by equa

tion (4), i.e., constant functions were used to start the iterativn 
procedure. 

Equations (1), (2), and (3) were also solved as an initial-valuo 
problem subject to equation (4) and then equation (5). '£u 
unknown initial (1=0) conditions on the Xi and T in the second 
pass were simultaneously satisfied indirectly using a single, more 
general condition and a trial-and-error approach. The procedure 
was as follows. Equations (1), (2), and (3) were solved numeri
cally for the first pass, thus establishing a tentative shell-side 
temperature profile. Using this profile, equations (1) and (2} 
were solved for the second pass, proceeding, of course, from 
I = L to I = 0. Equations (1), (2), and (3) were then solved 
again for the first pass but now with the heat transfer that had 
occurred previously in the second pass added (segmentally) to 
that occurring in the first pass, thus resulting in an improved 
shell-side temperature profile. These iterations continued 
until the shell-side profile, converged. A standard fourth-order 
Runge-Kut ta algorithm was used to implement the above cal
culations. Calculations for a p-pass exchanger follow directly 
from a straightforward extension of the two-pass trial-and-error 
procedure. 

With either of the two above techniques, an additional trial 
and error is involved if it is desired to calculate the length (an 
input parameter) required for a given conversion. In such a 
case, a half-interval algorithm was used to hunt for the length 
needed to achieve the desired conversion. 

Computations 
The computer used was an Univac 1107. For the quasi-

linearization method, 100 grid points per pass were needed, 
yielding a grid spacing of approximately 0.2 ft. Smaller grid 
spacings were tried without a substantial improvement in results, 
while larger spacings gave variable results. Convergence was 
considered complete when no grid point displayed a change in 
temperature or concentration greater than 0.1 percent from one 
iteration to the next. Generally, convergence was achieved in 
5 to 10 iterations. To reduce the possibility of large temperature 
oscillations, the allowable maximum and minimum reaction mix
ture temperatures at any grid point were automatically restricted 
to 250 and 150 deg C, respectively, during any given iteration. 

A variable step size, Al, was used with the Runge-Kutta 
algorithm. The computer program determined the local step 
size in accordance with the local temperature gradient as follows: 

AT AT AT 
— < 1, Al = 1; 1 < — < 5, Al = 0.2; —• > 5, Al = 0.02 
Al Al Al 

When the temperature rise of the cooling water changed by less 
than 1 deg C relative to the rise on the previous iteration, con
vergence was complete. ' Convergence was always reached within 
5 iterations. 

The various physical properties of the reaction mixture vary 
longitudinally with both the temperature and the concentration 
gradient. Due to the scarcity of available data, variations due 
to concentration are difficult to predict; hence representative 
average values were used. The variation of viscosity with tem
perature was represented functionally, and in view of the rather 
modest temperature ranges involved, heat capacity and thermal 
conductivity were accounted for adequately by temperature-
averaged values. Considering the amount of uncertainty 
usually present in kinetic data, it was felt tha t a more accurate 
description of the physical properties of the system was not 
warranted. However, since the density of the reaction mixture 
appears to the fourth power in equation (1), axial density vari
ations were estimated as a function of both temperature and 
concentration. The overall heat transfer coefficient was deter
mined using standard methods such as described in Kern [5] 
and assuming thirteen 3/4-in-OD (13 BWG) tubes per pass. The 
tube-side pressure level was on the order of 2500 psi, rendering 
pressure-drop considerations of minor importance. 
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Fig. 3 Tube-side temperature profiles 

As mentioned in the Introduction, the shell-and-tube reactor 
was preceded by a tubular adiabatic reactor. The feed rate to 
this unit was 14,125 lb /hr consisting of 93.5 moles/hr of ethylene 
oxide together with 3.7 and 2.45 moles of ammonia and water, 
respectively, per mole of ethylene oxide. The adiabatic reactor 
consumed 73.4 percent of the entering ethylene oxide, yielding 
the following feed composition for the shell-and-tube reactor: 
Xi,i„ = 0.00322, X2 , i n = 0.00129, X3,in = 0.00035, X„,in = 
0.00001. The feed temperature was 205.4 deg C. In order to 
maintain the tube-side pressure under a reasonable upper bound 
and to minimize decomposition of the ethanolamines, the con
verged reaction mixture temperature was limited to a maximum 
of 220 deg C. 

There were two reasons for using two entirely different nu
merical algorithms to carry out the computations. The first 
reason was to provide assurance as to the validity of the calcula
tions by using one program as a check against the other. The 
second reason was to introduce a comparison, as applied to a 
realistic and fairly complicated design situation, between a re
cently proposed algorithm for the systematic solution of non
linear multi-point boundary-value, problems and a standard 
initial-value trial-and-error approach. 

The two methods produced virtually identical results. In 
addition, the mass and energy balances for both closed to within 
1 percent. For an identical set of parameters, the running times 
for the quasi-linearization technique and the shooting method 
were approximately the same, namely, 10 sec to reach con
vergence per case. However, problem development and pro
gramming were considerably more difficult using quasi lineariza
tion. Incidentally, no stability or convergence problems were 
encountered with the shooting method. This is no doubt due 
to the fact that the five unknown initial conditions can be simul
taneously satisfied by convergence of the shell-side temperature 
profile. This in turn is made possible by the floating boundary 
conditions a t I = L. In cases where this approach is not possible, 
a method has recently been advanced by Gray and Smith [6] 
for determining the unknown initial conditions by means of an 
optimization procedure. One is then again able to obtain solu

tions using common marching integration techniques, such as 
the Runge-Kut ta employed herein. 

Various initial functional approximations (all constant func
tions) in addition to constant functions equal to the initial condi
tions were tried with the quasi-linearization method. The con
vergence rate was found to be quite insensitive to the closeness 
of these initial guesses to the actual profiles. Also, the distribu
tion of the amount of reaction occurring among the various passes 
has little effect on the convergence of the quasi-linearization 
technique. However, large amounts of reaction in later passes 
would make convergence of the shooting method somewhat more 
difficult. 

Results and Discussion 
The residence time of the reaction mixture and its temperature 

profile determine the extent of reaction and therefore the size of 
nonadiabatic reactor required for the desired conversion. The 
approximately optimal temperature profile is sketched in Fig. 
3(a). The true optimal profile would be somewhat different be
cause of the variation of density with temperature and its ap
pearance in the rate equations as pi. Since lower densities 
oppose the effect of higher temperatures on reaction rate, rather 
large changes in the shape of the temperature profile are required 
before reactor size is significantly affected. With a suitable 
choice of design parameters, the actual temperature profile can 
be made to approach the optimal, thus reducing residence time 
and reactor size. The parameters over which one typically has 
some control in the design phase are the overall heat transfer 
coefficient and the cooling-water flow rate and inlet temperature. 

To test the influence of U, IF*, and Tin* on the size of the 
reactor, 18 computer runs were carried out involving all possible 
combinations of W* = 5000, 10000, 20000; Tin* = 110, 130, 
150; U = 100, 215. In addition, a run with U = 50 and another 
with TilL* = 170 were made for W* = 10000. Five of the re
sulting temperature profiles are sketched in Fig. 3 (6-/). Here 
L is the length required to reach 91 percent conversion of ethylene 
oxide. These particular results are for a 1-2 shell-and-tube re
actor with cooling water cocurrent with the first pass. Most of 
the conversion takes place in the first pass, and in order to main
tain the reaction mixture temperature under 220 deg C, it is 
essential to provide a quenching action by having the cooling 
water cocurrent with the first pass (see also Grens and McKean 
[7]). 

One interesting result concerns the effect of U on the total 
length required to achieve a given conversion of ethylene oxide. 
A comparison of Figs. 3(b) and 3(e) shows a 20 percent reduction 
in reactor size when U is halved, all other parameters being the 
same. This effect occurred to some extent for all values of Tin* 
and W* but was more pronounced at higher values of W*. The 
reason for this trend can be seen graphically by comparing Figs. 
3(6) and 3(e). The lower value of U allows the temperature and 
therefore the conversion to remain high in both the first and 
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second pass (i.e., a flatter profile is obtained) without losing the 
benefit of the first-pass quench provided by cocurrent flow. A 
decrease in W* or an increase in Tin* also reduces reactor size 
for the same reason as given above for the effect of V; compare 
Figs. 3(e) and 3(/), 3(e) and 3(d), respectively. In addition, a 
low cooling-water flow rate and high inlet temperature minimize 
operating costs. 

Based on these results, the best combination of parameters 
would be those represented by Fig. 3(c). The ethylene oxide 
concentration profile together with the tube-side and shell-side 
temperature profiles for this case are shown in Fig. 4. Any 
further decrease in U or W*, or increase in Tin*, would cause 
the 220 deg C temperature constraint to be violated. 

Note that U is controlled by shell-side conditions, and its 
actual value can be varied for design purposes by adjusting the 
tube layout and baffle spacing. If the tube-side heat transfer 
coefficient were controlling, a 1-1 cocurrent reactor could become 
attractive because more than one tube pass would increase U and 
thus increase reactor size (the optimization of cooling-water flow 
for a cocurrent 1-1 reactor with exothermic reaction has been 
studied by Kadlec and Newberger [8]). If the reactions were 
endothermic, the tube-side coefficient would likely control and a 
large number of tube-side passes would be desirable since a high 
value of U would be needed to approach the optimum tempera
ture profile. 

Conclusions 
The operation of a shell-and-tube reactor for the production of 

ethanolamines has been simulated using both a quasi linearization 
and a shooting-method algorithm. For this type of nonlinear 
two-point boundary problem, the shooting method converges 

quickly, is as fast as quasi linearization, and is considerably 
easier to program. 

The simulation itself revealed that for exothermic reactions 
the optimum tube-side temperature profile (and therefore the 
minimum-size reactor) was most closely approached by designim? 
for the lowest possible U and W* and highest Tm*, subject to 
the constraint of a maximum reaction mixture temperature of 
220 deg C. 
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A Mathematical Model for Transient 
Subchannel Analysis of Rod-Bundle 
Nuclear Fuel Elements1 

This paper presents a mathematical method for analyzing transient flow and enthalpy 
transport in rod-bundle nuclear fuel elements during both boiling and nonboiling condi
tions. A mathematical model is formulated by dividing the bundle flow area into flow 
subchannels that are assumed to contain one-dimensional flow and are coupled to each 
other by turbulent and diversion crossflow mixing. The mathematical model neglects 
sonic velocity propagation and neglects temporal and spatial acceleration in the trans
verse momentum equation. A semiexplicit finite-difference scheme is used to perform 
a boundary-value solution where the boundary conditions are the inlet enthalpy, inlet 
flow rate, and exit pressure. Calculations are presented to show the effect of rapid 
changes in heat flux, inlet enthalpy, and inlet flow rate on the subchannel flow and en
thalpy distribution in rod bundles. 

Introduction 

To o ESTABLISH the safe operating limits of nuclear 
power reactors, the heat transfer and flow behavior in nuclear 
fuel bundles must be known for all operating conditions, including 
transients. In many cases this information is obtained from 
laboratory experiments that use electrically heated models to 
simulate the fuel design. These experiments give thermal-hy
draulic performance parameters such as critical heat flux and fuel 
temperature for selected conditions. Since the experiments 
cannot simulate all possible steady-state and transient operating 
conditions, analytical techniques must be used to extend the ex
perimental results to the reactor. For simple fuel geometries, 
this may be done by using a one-dimensional analysis; however, 
this technique is not completely adequate for establishing the 
economic operating conditions of today's nuclear power reactors 
that use rod-bundle fuel elements. The enthalpy and mass 
velocity in some regions of these bundles can be, very different 
from the average conditions during boiling; therefore, more de
tailed analysis techniques are required. 

The purpose of this paper is to present a mathematical method 
for analyzing the steady-state and transient thermal-hydraulic 
behavior of rod-bundle nuclear fuel elements for both boiling and 
nonboiling conditions. 

1 This paper is based on work performed under TJSAEC contract 
AT(45-1)-1830. Permission to publish is gratefully acknowledged. 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOUBNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 24, 1971. Paper 
No. 73-HT-H. 

Mathematical Model 
The basic approach used in the present mathematical model is 

to divide the bundle cross section into flow subchannels as shown 
in Fig. 1. While other subchannel selection schemes are possible, 
the one shown has gained acceptance [ l ] 2 for steady-state sub
channel analysis of single-phase flow in rod-bundle geometries 
and is assumed to apply for two-phase transient analysis. By 
making suitable assumptions concerning the crossflow and the 
flow in these subchannels, a mathematical model can be de
veloped to describe the subchannel flow and enthalpy. 

Several steady-state digital computer programs [2-5] have 
mathematical models based on this approach; however, none of 
them has been extended to include transients. This paper pre
sents a transient subchannel analysis method that is the basis of 
the COBRA-III program and that represents an extension of the 
COBRA-II program [5] to transients analysis. 

Basic Assumptions 
Several assumptions are required to develop the equations of 

the mathematical model: 

1 One-dimensional two-phase slip flow exists in each selected 
flow subchannel during boiling. 

2 Subchannel density is specified in terms of enthalpy, pres
sure, flow rate, position, and time. 

3 The subchannels are coupled by the two types of crossflow 
mixing shown in Fig. 1. The first is a turbulent (fluctuating) 

'• Numbers in brackets designate References at end of paper. 
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energy, and momentum to a segment of an arbitrary subchannel 
the equations of the mathematical model may be derived in 1 
manner similar to that shown in [5]. For simplicity, the equa
tions are presented for an arbitrary subchannel (i) which is con. 
nected to another subchannel (j). The right side of the con
tinuity equation 

bpi bmt 
A< = — wn 

bt bx (D 

gives the net rate of change of subchannel flow in terms of the 
diversion crossflow per unit length. By choice, the diversion 
crossflow is positive when flow is diverted out of subchannel (i). 
The turbulent crossflow does not appear because it does not 
cause a net flow change. The time derivative of density gives 
the component of flow change caused by the fluid expansion or 
contraction. 

The right side of the energy equation 
Fig. 1 Method of subchannel selection 

crossflow rate per unit length that causes no net flow change 
(v>n' = Wji'). The second is a net diversion crossflow per unit 
length that results from flow redistribution. 

4 Transverse temporal and spatial acceleration is neglected. 
5 Sonic velocity propagation is ignored. 

The first two assumptions are used for one-dimensional analysis 
of simple channels. By using the third and fourth assumptions, 
the model becomes a collection of one-dimensional parallel flow 
channels tha t are coupled by the two types of crossflow mixing. 
The last two assumptions greatly simplify the mathematical 
model and the numerical solution; however, they limit the model 
to moderate-speed transients where the time step is greater than 
the transit time through a node. Neglecting temporal accelera
tion can be justified for moderate-speed transients since the ac
celeration of fluid in the gaps between subchannels will be small. 
The result of this assumption is that the diversion crossflow has 
instantaneous response to changes in the pressure gradients. 
Neglecting sonic velocity propagation is also justified for moder
ate-speed transients. Meyer [6] justifies this assumption for 
transients with times that are longer than the sonic propagation 
time through the channel. 

Equations of the Mathematical Model. By using the previous as
sumptions and by applying the general equations of continuity, 

1 dhi dhi q{' 
~ , - r r + — = (h 
u bt ox mi 

hj) + (ht - h{j*) — 
mt mt 

(2) 

contains three terms for thermal energy transport in a rod-bundle 
fuel element. The first term is the power-to-flow ratio of a sub
channel and gives the rate of enthalpy change if no thermal mix
ing occurs. The second term accounts for the turbulent enthalpy 
transport between all interconnected subchannels. The turbu
lent thermal mixing w' is analogous to eddy diffusion and is de
fined through empirical correlations [1, 2]. The third term 
accounts for thermal energy carried by the diversion crossflow. 
This is a convective term that requires a selection of the enthalpy 
h* to be carried by the diversion crossflow. The first term on the 
left side of equation (2) gives the transient contribution to the 
spatial rate of enthalpy change. This is a convective term with 
a transport velocity u". Since u" represents the effective velocity 
for energy transport, the time duration of a transient is related to 
this velocity. Sonic velocity propagation is ignored by the ab
sence of a bp/bt term. 

The right side of the axial momentum equation 

bmf bpi bp. 
— 2WJ h — 

bt bt bx 
i = _/wy pi/A , , A ("ilX 
: \AJ l2Dt

 + *bx \Aj. 

IT 1 
• cos 6 (ut — Uj)wn' + — (2u( 

Ai Ai 
Ui3*)u>u (3) 

•Nomenclature-
A = cross-sectional area, (L2)* 
C = crossflow resistance, (FT /ML) 
D = hydraulic diameter, 4cA/Pw, (L) 
/ = friction factor based on all-

liquid flow, (dimensionless) 
turbulent momentum factor, 

(dimensionless) 
gravitational constant, (ML-

/FT 2 ) 
enthalpy, Xhg + (1 — X)hf, 

( H / M ) 
enthalpy carried by diversion 

crossflow, ( H / M ) 
[Ah] = enthalpy matrix, Ahh = huk) 

- hjm> (H /M) 
m = flow rate, (M/T) 

pressure, (F/L2) 
wetted perimeter, (L) 
heat addition per unit length, 

(H/LT) 
specific power-to-flow ratio, 

ST 

gc = 

h = 

h* = 

V 

8' 

Q = 

* Dimensions are denoted by: L = length, 
T = time, M = mass, 6 — temperature, F = 
ML/T^ = force, and H = MLVT* = energy. 

q'/m, (H /ML) 
s = rod spacing, (L) 

[S] — matrix transformation, (dimen
sionless) 

u = effective momentum velocity, u 
= mv'/A, (L/T) 

u" = effective energy transport ve
locity, u" = l/{Ap/m[p"/p 
+ h/pb(p"-p)/bh]},(UT) 

u* = effective velocity carried by di
version crossflow, (L/T) 

[AM] = velocity matrix, Auh = UUKI 
— wye*), (L/T) 

v = liquid specific volume, (L3 /M) 
v' = effective specific volume for mo

mentum, (1 — X) 2 /p / ( l — a) 
+ XyPga, (L ' /M) 

w = diversion crossflow between ad
jacent subchannels, (M/TL) 

w' = turbulent (fluctuating) cross-
flow between adjacent sub
channels, (M/TL) 

x = distance, (L) 

X = quality, mg/(mg + mj), (dimen
sionless) 

P = 

4> = 

void fraction, Ag/(Ag + A/), 
(dimensionless) 

orientation of channel with re
spect to vertical, (radians) 

density, paa + p / ( l - a), 
(M/L 3 ) 

effective density for enthalpy 
transport, p" ~ (pghga — 
pfhf(l - a))/h, (M/L3) 

two-phase friction multiplier, 
(dimensionless) 

Subscripts 

/, g saturated conditions for liq
uid and vapor, respec
tively 

subchannel identification 
number 

double subscripts imply sub
channel connection i to ] 
and j to i, respectively 

i(k), j(k) = subchannel pair for connec
tion number (k) 

subchannel connection num
ber 

hi 

1-3, n = 

k = 
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• contains several terms that govern the axial pressure gradient. 
Without the crossflow terms, these are the Motional, spatial ac-
„jeration, and elevation components of pressure gradient. The 

turbulent crossflow term tends to equalize the velocities of ad
jacent subchannels. This is analogous to turbulent stresses in 
turbulent flow. The factor fr is included to help account for the 
imperfect analogy between the turbulent transport of enthalpy 
and momentum. The diversion crossflow term accounts for 
changes in subchannel velocity. The first two terms on the left 
side of equation (3) are the transient components of the axial 
pressure gradient. The first is caused by the time rate of flow 
change (temporal acceleration), and the second is caused by the 
time rate of density change. 

With the assumed absence of the transverse acceleration terms, 
the transverse momentum equation is written as the linearized 
equation 

CtjWti = Pi - Pi (4) 

where C« is a crossflow resistance function. Flow-squared pres
sure losses can be included by letting C depend upon the absolute 
value of diversion ci'ossflow. The resistance function C must be 
evaluated empirically at the present time. 

An equation of state of the form 

Pi = P(K P*, mt, x, t) (5) 

is required to satisfy the second assumption. This equation can 
be obtained by using the definition for two-phase density to
gether with a correlation for void fraction. 

Equations ( l ) -(4) can be solved for the subchannel flow, en
thalpy, pressure, and diversion crossflow. To do this, all other 
quantities must be specified. Some of these must be specified 
by assumption because of an incomplete knowledge of steady-
state and transient two-phase flow in bundles. For example, h* 
and u* are commonly assumed to be their respective values from 
the donor subchannels. Other selections of w* and h* may be 
made [7] to account for the nonuniform enthalpy distribution in 
a subchannel. This usually requires information about the 
liquid- and vapor-phase distribution. The factor fr is also un
known, but its effect is usually very weak in the range from one 
to zero [2]. A value of one implies perfect analogy between 
eddy diffusivity of heat and momentum. Computations over 
this range show tha t fr can be safely set equal to zero for most 
problems. Crossflow resistance is also a rather insensitive 
parameter, but it has an important effect on the numerical solu
tion, as will be discussed later. Changing the crossflow resistance 
by an order of magnitude in the parameter range of nuclear fuel 
bundles usually has a negligible effect on the flow solution [2]. 
The correlations required for calculating the pressure gradient are 
of major importance. This includes the correlations for friction 
factor, subcooled void fraction, bulk void fraction, and two-phase 
friction multiplier. Fortunately, correlations of these effects de
veloped for simple channels may be applied to rod-bundle sub
channels for steady state with reasonably good results. Since 
their accuracy is questionable for high-speed transients, additional 
experimental work is needed in this area. Turbulent mixing must 
also be specified from empirical correlations or data. At the 
present time a definitive correlation for mixing does not exist for 
all bundle geometries and all flow conditions. Some progress 
has been made to describe mixing for single [1] and two-phase 
flow [7-9]; however, very little is known about two-phase mixing 
processes during transients. 

Generalized Form of the Equations. A large number of equations 
must be considered to perform a solution of the previous set of 
partial differential equations. Since they become cumbersome 
for a large bundle, it is convenient to use a vector form where a 
matrix transformation is used to properly order the crossflows and 
pressures. This transformation is set up by using the following 
conventions. Each subchannel is given a number in an arbitrary 
sequential order as shown in Fig. 1. Next, the gap-connection 

numbers are assigned in ascending order by considering subchan
nel (i) and then assigning connection numbers for each succes
sively connected subchannel (j), where j is greater than i. By 
starting with subchannel (i), each connected subchannel pair is 
given a unique connection number. The order is recorded by 
using two column vectors i(k) and j(k). These vectors identify 
the channels i and j corresponding to each k as shown in the 
following table for the subchannel layout shown in Fig. 1. 

Gap connection 
number 

k 
1 
2 
3 
4 
5 
6 

Subchannel pair corresponding to 
connection number 

*(*) 
1 
2 
2 
3 
4 
5 

m 
2 
3 
4 
5 
5 
6 

The above notation allows the crossflows to be designated by Wk, 
where k implies the subchannel pair i(k), j(k). For Wk > 0, the 
crossflow is chosen to be from subchannel (i) to subchannel (j) 
where i is less than j . 

The basic matrix transformation is set up to satisfy the trans
verse momentum equation 

{Cw} = [S]{V] (6) 

where [JS] is a rectangular matrix transformation and { j de
notes a column vector. For the previous example, the matrix 
[S] is given by 

IS] 

1 
0 
0 
0 
0 
0 

- 1 
1 
1 
0 
0 
0 

0 
- 1 

0 
1 
0 
0 

0 
0 

- 1 
0 
1 
0 

0 
0 
0 

- 1 
- 1 

1 

0 
0 
0 
0 
0 

- 1 

(7) 

Generally, Ski = 0, except £*< = 1 if i = i(k) and Ski = — 1 if 
i = j(k). The transpose of [S] can be shown to properly order 
the crossflows in the transport equations; therefore equation (1) 
can be written as 

dt 

dm 

dx 
= -[8]'{w\ 

The energy equation (2) can be written as 

(8) 

+ [ - 1 [lh][SF - [S]'[h*]]{v>} (9) 

In this paper, h* is assumed to be the enthalpy of the donor sub
channel. 

The axial momentum equation can be written as 

1 dm) I dp 
2M — 

A dt ) dt + ®-< 
-[jltSHAtt] {>»'} + 

where 

M-{(l)'@ 

[ [ 2 u ] [ S F - [ S ] r [ « * ] ] { w } (10) 

dx (i)) pg cos 6\ (11) 

In this paper, u* is assumed to be the average velocity of the two 
adjacent subchannels. This choice is as reasonable as and 
possibly better than selecting it* to be the velocity of the donor 
subchannel, since it eliminates a discontinuity when the diversion 
crossflow changes direction. 
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Method of Solution 
The previous equations are solved as a boundary-value problem 

by using a semiexplicit finite-difference scheme. The boundary 
conditions selected for the problem are the inlet enthalpy, inlet 
flow, and exit pressure. Solving the problem this way is an im
provement over the many types of initial-value solutions that are 
used in present subchannel analysis computer programs. While 
the use of the initial-value solution can be justified as an approxi
mation to the boundary-value solution [10] if the crossflow re
sistance is small, it restricts the solutions to a limited class of 
problems. 

The boundary-value problem presented here is limited to the 
case where the inlet flow can be specified as a function of time. 
The more difficult alternate boundary condition of allowing the 
inlet flow to vary as a function of imposed inlet and exit pressure 
is the objective of continuing work and is not considered here. 
In either case, a system analysis is required to provide the 
boundary conditions to the bundle analysis. 

Formulating the Problem. I t is most convenient to work with 
equations for enthalpy, flow, and diversion crossflow. Pressure 
can easily be eliminated explicitly from the problem by differen
tiating equation (6) and substituting equation (10). The result is 

dx 
(Cv>)\ -I8]{a'} + [8] [ j ] [[2u][S]T - [SF[u*]] 

-»Mif> + ™ (12) 

where 

<r = a + lj\[SV'[Au} {frw'\ (13) 

Equations (8), (9), and (12) are the equations used to perform 
the numerical solution. Note that dp/dt is calculated from dh/dt 
by using equation (5) at a selected reference pressure p*. This 
leaves two time derivatives and three spatial derivatives that re
quire the appropriate initial and boundary conditions. There is 
no time derivative for the diversion crossflow; therefore it is de
termined from the boundary conditions. The boundary condi
tions selected for the spatial derivatives are the inlet flow {m(0, 
t)}, inlet enthalpy {h(0, t)}, and exit diversion crossflow {w(L, 
t)}. I t is presently assumed that {w(L, t)} = 0, which implies 
uniform bundle exit pressure. The steady solution using these 
boundary conditions at t — 0 give the initial conditions of {h{x, 
0)} and {m(x, 0)} that correspond to the two time derivatives of 
the problem. 

Numerical Solution. First-order finite-difference equations are 
used to approximate equations (8), (9), and (12). These dif
ference equations are presented in the order they are used in the 
computations to show the numerical procedures. 

The combined momentum equation (12) is approximated by 
the equation 

\C{x + Ax)w{x + Ax) - C(x)w(x) 

Ax -[S] {<*'(*)} 

[S] 
LMx). 

[[2u(x)][S]T - lSmu*(x)]]{w(x)} 

- [8] f " % ^ ) + [8] Unix) P{X) ; ~P{X)\ (14) 
A(x)At At 

where the overscore bar indicates previous time t and all other 
quantities are at new time t + At. This can be arranged into a 
set of simultaneous equations of the form 

W]{w(x)} = {b} (15) 

[M] = -IS] I"—1 [[2u(x)]lS]T - [Sriu*(x)]] -
. Ax 

(16) 

and 

w •I8]{a') [S] 
m(x) — fhix) 

A(x)At 

+ [8] 2u{x) 
p(x) 

At 

o(x)) _ I C(x + Ax) w(x + Ax)\ 

Ax 

(17) 

Since the values of {C(x + Ax)} and \w{x + Ax)} are not 
known in equation (20), iteration is used to sweep through the 
channel to solve for {MJ(:C)J in terms of the previous iterate 
values. In most cases only a few (or even one) iteration is re
quired for the solution to converge to within some specified value 
of crossflow change per iteration. This difference scheme is also 
used for steady-state calculations where At is set equal to a large 
value. To eliminate the problem of crossflow changing too 
rapidly, the newly calculated value of crossflow is modified by 

{w{x)} = 5{w(x)}new + (1 — 8){w(x)} „ (18) 

where, for many problems, S = 1 is sufficient. This is only used 
for the steady-state calculations. 

For both the steady-state and transient analysis, the calcula
tion of diversion crossflow requires solving a set of K simul
taneous equations and K unknowns. A solution is possible if 
[M] is not singular. I t should be noted that [M] is the matrix 
- [8] [1/A][[2u] [S]T - [S]Tlu*]] but with its diagonal elements 
modified by adding the diagonal matrix — [C/Ax]. For any rod-
bundle problem tha t has one or more flow paths around a fuel rod 
(or any transverse flow loop) the matrix [M] is singular without 
the added diagonal term — [C/Ax]. Physically, the addition of 
this term means that the summation of pressure drops around any 
transverse flow loop must be zero. For many rod bundles these 
added diagonal elements are small as compared to the other non
zero elements of [M]; therefore [M] can be close to singular. 
Fortunately, there is control over this by selecting a sufficiently 
small step size for a given crossflow resistance. 

The continuity equation (8) is approximated by the difference 
equation 

A{x) 
p{x) - p(x) 

At M m(x + Ax) — m(x) 

Ax 
= l8V{Mx)} 

(19) 

All quantities are known in this equation except for {m(x + 
Ax)}, which can be solved by simply rearranging the difference 
equation. Since time dependence is lost for large At, equation 
(19) becomes the difference equation used for steady-state 
calculations. 

The energy equation (9.) is approximated by the finite-dif
ference equation 

h(x + Ax) - h(x + Ax) 

u"(x)At )M h(x + Ax) - h(x)\ 

Ax 

= (Q(*)} - [ - k I [SmAh(x)]{w'(x)} 
\_m(x)J 

- T-hl [M 

where 

[x)][SF - [S]T[h*(x)]]{w(.x)} (20) 

This equation can be solved {h(x + Ax)} by simply rearranging 
the equation. When the velocity u" is positive, this different 
scheme is stable. If the grid point {x, t) is exchanged with (x, t 
+ At) or (x + Ax, t), then stability limitations [11] are en-
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ROD DIAMETER 0.562" 

ROD-ROD SPACING 0.177" 

ROD-WALL SPACING 0.140' 

LENGTH 90' 

UNIFORM AXIAL POWER DISTRIBUTION 

ROD POWER PEAKING AS SHOWN 

INALOPERATING CONDITIONS: 

1000 psia SYSTEM PRESSURE 

500BTU/LB INLET ENTHALPY 

1.5 x 106 LB/HR/FT2 AVERAGE MASS VELOCITY 

0.5 x 106 BTU/HR/FT? HEAT FLUX 

Fig. 2 Subchannel selection for a 7 X 7 rod bundle 

countered tha t are related to the transit time through the dis
tance Ax. For very large At, the above finite-difference equation 
reduces to the equation used for the steady-state solutions. 

The above equations do not require detailed pressure informa
tion, since pressure is eliminated explicitly in the combined mo
mentum equation. The calculation of pressure is, therefore, only 
a back calculation. I t is calculated from a difference equation 
which is compatible with the combined momentum equation. 
The difference approximation to equation (10) is 

( m(x) — m{x) 

A(x)At 
- {2u(x) 

p(x) - p(x) 

At + 
p(x + Ax) — p(x) 

LMx). 
[[2u(x)] [S]' - [8]T[u*(x))] {w(x)} (21) 

With the exit boundary condition of p(L) given, this equation can 
be solved directly for p(L — Ax) because all data are known for 
the calculation. The calculation moves backward until the inlet 
pressure (p(0)} is calculated. Since this is just a back calcula
tion which only adds the subchannel pressure drop to the exit 
pressure, computing time is saved by calculating the pressure drop 
in the forward direction as the required functions are computed 
for the flow diversion solution. When the exit is reached, the 
pressures are corrected to agree with the exit reference pressure. 

In summary, the numerical solutions for both steady state and 
transients are performed in the following way. At the beginning 
of each node, {it>(a;)} is calculated by using data at the initial 

Table 1 Input parameters for sample problems 

Water thermodynamic properties 
Subchannel friction factor 
Subcooled voids 
Void fraction* 
Two-phase multiplier* 
Two-phase density* 
Two-phase specific volume* 
Axial heat flux 
Momentum turbulent factor 
Crossflow resistance 
Number of axial nodes 
Time duration of transients 
Number of time steps 

Turbulent mixing parameter 

1967 ASME tables 
/ = 0.186i?e-°'2 

not included 
a = XvJ[(l - X)v, + Xv0] 
4> = ps ip 
p = p" = apg + (1 — a)pf 
v' = 1/p 
uniform 
h = 0 
C = 1.0 
30 
1.0 sec 
20 

w' 
p = ^ - = 0.002 

sD 

3= 

400 = 

200 -

__ , 

-

1 

- - - 7 ~"""""""" ~~ 

t = 0.2 t = 0.4 / t = 0 

t > 0.6 

« 1 • 

* Homogeneous two-phase flow correlations. 

o 

0 20 40 60 80 

DISTANCE FROM INLET, INCHES 

Fig. 3 Subchannel 8 enthalpy and flow following a 50 percent step 
increase in heat flux 

condition, previous time, or previous iteration. The calculation 
moves forward to x + Ax by calculating {h(x + Ax)}, {m(x + 
Ax)}, and {p(x + Ax)}. This continues until the exit is reached. 
Then all {p(x)} at t + At are corrected to the exit reference 
pressure. The calculation sweeps through the channel for 
another iteration until convergence is achieved as defined by 
\w(x) — to0id(a;)| < terror for all crossflows w(x). Upon comple
tion of iteration, the converged solution becomes the initial start
ing point for the next time step. For computations where the 
crossflow resistance is small, the downstream value of {Cix + 
Aa)w(a; + Ax)} has little influence on the solution, and it is 
possible to advance to new time without performing successive 
iterations. Caloulational experience has shown that solutions 
obtained by taking one step to new time and using {w{x + Ax)} 
at previous time produce results very close to those obtained by 
iteration. The second iteration usually achieves convergence in 
these cases with only minor correction to the first iteration. 
This procedure should be used with caution, however, because 
the difference scheme becomes conditionally consistent and might 
not achieve proper convergence under some circumstances [12]. 

The previously described method of solution using iteration 
provides a boundary-value solution that lets downstream flow 
disturbances be felt upstream. The magnitude of this distance 
upstream is governed by the crossflow resistance. As previously 
mentioned, crossflow resistance is a rather weak parameter for 
most rod bundles; therefore, flow disturbances are only felt a 
node, or two, upstream in the present model. An additional 
crossflow momentum term due to "axial inertia," which is not 
included in this model, would provide higher local resistance, but 
its effect would decay rapidly with distance from the flow dis
turbance. This effect can be bounded by choosing a sufficiently 
large value for C. Although experimental data for an accurate 
bound is meager, the choice of C is not critical. Additional ex
perimental data would be of value. 
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Fig. 4 Subchannel 8 enthalpy and flow following a 50-Btu/lb step de 
crease in inlel enthalpy 

Sample Problems 
To illustrate the features of the transient boundary-value flow 

solution, the results of several sample calculations are presented 
for a 49-rod bundle. The input parameters are shown in Table 1. 

A Vs section of symmetry is used for this bundle. The 
bundle's size is typical of boiling-water reactor geometry as 
shown in Fig. 2. The results of three transient calculations are 
shown in Figs. 3-5. Each of them represents a perturbation on 
the operating conditions. The data are presented for subchannel 
8, which is the hottest. 

Figure 3 shows the results of a 50 percent step increase in heat 
flux. The duration of the flow transient is approximately 0.6 
sec, which is the approximate transit time through the bundle. 
This transit time is directly related to the characteristic velocity 
in the energy equation (2); During the initial part of the 
transient, the flow rate increases toward the exit of the bundle. 
This is caused by expulsion of fluid as the channel average void 
fraction increases. At the end of the transient, the point of boil
ing moves to a point farther upstream to correspond to the higher 
power. The inlet flow does not change because it is a fixed bound
ary condition. 

Figure 4 shows the effect of a step reduction of inlet enthalpy by 
50 Btu/ lb . The results are rather interesting since they show a 
significant decrease in exit flow rate that is caused by the collapse 
of voids in the bundle. Note that the transient is still not com
plete at 1 sec because the transit time through the bundle is higher 
due to lower average coolant velocity. 

Figure 5 shows a flow reduction to one-half flow in 0.1 sec. 
The results show that exit flow tends to remain high for a short 
time following the inlet reduction. This is caused by the void 
growth, which causes expulsion out the exit of the bundle. This 
transient is nearly finished in 0.6 sec even though the inlet 
velocity is reduced to one-half. The transit time through the 

>-" 700 
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400 

200 = -
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0 20 40 60 80 
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Fig. 5 Subchannel 8 enthalpy and flow following a reduction to one-half 
flow in O.l sec 

bundle is not reduced this much because the average void fraction 
is increasing, which helps maintain the original average velocity. 

Conclusions 
The previous calculations demonstrate the ability of the 

mathematical model and its numerical solution to give flow and 
enthalpy solutions in rod bundles under boiling transient condi
tions. The numerical solution is a boundary-value solution that 
allows downstream flow disturbances to be felt upstream. This 
effect has not been previously considered in other subchannel 
analyses that use initial-value flow solutions. 

Experimental work is needed to verify the mathematical model 
and to develop empirical input data. Some of the input pa
rameters have a weak effect for many analysis problems; however, 
transient correlations for two-phase flow and heat transfer are ex
pected to be especially important for meaningful transient 
analysis. 
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The Sonic Limit in Sodium Heat Pipes 
The results of an analytical study of the vapor dissociation-recombination and homo
geneous vapor condensation phenomena in sodium heat pipes are described. It is 
shown that neither the dissociation-recombination reaction nor the vapor condensation 
process has a large influence on the sonic-limit heat transfer rate. The single most 
important factor is shown to be the wall shear stress in the heat-pipe vapor passage. 
The friction effects control the location of the sonic point, determine if the flow in tlte 
condenser section will be subsonic or supersonic, and decrease the sonic-limit heat trans
fer rate to values which can be substantially lower than those which are predicted from 
inviscid analyses. 

Introduction 

G; HAS DYNAMIC choking of the flow in the vapor passage 
of a heat pipe can place a limitation on the maximum rate of heat 
transfer. Known as the sonic limit, this phenomenon has been 
observed experimentally [1-4].1 In addition, several analytical 
studies of the sonic limit in which the vapor flow was assumed to 
be one-dimensional have been published [5-7]. These include 
analyses of the frictionless flow of a pure monatomic perfect gas 
in the heat-pipe vapor passage [5, 6] and an analysis in which the 
fluid in the vapor passage was assumed to be a mixture of liquid 
and monatomic vapor in phase equilibrium [6]. The possibility 
that the vapor dissociation-recombination reaction 2Na f^ Na« 
could influence the performance of a sodium heat pipe was raised 
by [2], after which an analysis treating the vapor as a two-
component mixture of Na and Na2 in chemical equilibrium but 
frozen with respect to liquid-vapor phase change was reported 
[7]. Finally, a two-dimensional perfect-gas analysis of the 
vapor flow patterns in the sonic regime has been published [8]. 

Some of the factors which remain unaccounted for in the sonic-
limit performance of sodium heat pipes are: (1) the vapor dis
sociation-recombination reaction, (2) the problem of the homo
geneous' nucleation and growth of liquid droplets in the super
saturated vapor stream, and (3) the influence of the condenser 
region on the sonic limit. The earlier analyses have treated only 
the limiting cases of frozen and equilibrium flows of reacting and 
condensing vapors. However, since the droplet nucleation 
process is dependent on the degree of vapor supersaturation and 
this in turn depends on the extent of the dissociation-recombina
tion process, the kinetics of the chemical and droplet nucleation 
processes must be considered simultaneously. 

This paper is the summary of an analytical investigation into 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Washington, D. C , November 28-December 
2, 1971, of T H E AMEBICAN SOCIETY OP MECHANICAL ENGINEBBB. 
Manuscript received by the Heat Transfer Division July 26, 1971; 
revised manuscript received March 15, 1972. Paper No. 71-WA/ 
HT-11. 

the effects of the dissociation-recombination reaction and the 
droplet nucleation and growth processes on the behavior of the 
supersaturated vapor flowing in the vapor passage of a sodium 
heat pipe. In particular, the effects of these phenomena on the 
sonic-limit heat transfer rate are presented. In addition, the in
fluence which the downstream condenser region can have on the 
evaporator and condenser flow and on the sonic-limit performance 
is discussed. 

Analysis 
The heat pipe considered here is a conventional axisymmetrie 

cylindrical device with a constant-diameter cylindrical vapor 
passage surrounded by an annular wick. The flow in the vapor 
portion of the evaporator region can be thought of as a flow in a 
porous duct with mass injection (evaporation) at the walls. 
Similarly, the flow in the condenser can be thought of as a porous 
duct flow with mass suction at the walls. The analogy between 
the axial flow of vapor in the evaporator, adiabatic, and condenser 
regions of a heat pipe and the flow of gas through a convergent-
divergent nozzle is well documented [5, 7, 9]. 

Assuming the flow in the vapor passage is steady and one-
dimensional and the fluid is a homogeneous mixture of monatomic 
and diatomic sodium vapor and droplets of liquid sodium, con
servation of mass in the vapor passage requires 

dmvi 

dx 
±ihEi 

and 

A — (pV) = zhniE 
dx 

_ M N a ] \ / 

drhz, (drhi\ 

dx \ dx / c o n d 

drhh' 

ax / cond 

(1) 

(2) 

(3) 

where x is the axial distance in the vapor passage measured from 
the upstream end of the evaporator. Conservation of momentum 
can be expressed as 
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- w = dx 

4T„ 

ftnd conservation of energy becomes 

i[rh(h + ?)] = ±ThE(hE + Yf) + Qc, 

(4) 

(5) 

MNaJ \ = 2kfprsa ( 

/ « • Ml3 \ ' 

(1 - «2) 
4/fB-P 

(9) 

where in the temperature range 500 to 1000 deg K the reaction 
rate is [10] 

*/ = (9.5 - 0.005T) X 1011 
(10) 

The plus sign is for injection (evaporator) and the minus sign 
for suction (condenser). The total heat transfer rate per unit 
length QE to the outside wall of the heat pipe is 

QE = QCOIIY ± irishf, (6) 

and is positive in the evaporator, negative in the condenser, and 
zero in the adiabatic region. 

Assuming the monatomic and diatomic species are perfect 
gases, the density of the mixture of diatomic vapor, monatomic 
vapor, and liquid can be written 

(7) 

where T has the units deg K and kf has the units cm6/sec-moles2. 
The process of liquid formation in the supersaturated vapor 

stream can be separated into two distinct steps: (1) the forma
tion of the liquid nuclei and (2) the subsequent growth of these 
nuclei into relatively large liquid drops. The classical theory for 
the droplet nucleation rate yields [11—13] 

J = 
/P\2 M haft V 4irar* ; 

~3kT~ 

where r*, the critical radius, is given by 

2<TM 

H (1 - p)R2T(l + a) 

PL P 

pLRTlnP/Ps 

(11) 

(12) 

and the x-derivative of the enthalpy of the mixture becomes 

dh 

and where a is the flat-film value of surface tension. The rate 
of growth of a droplet of radius r can be expressed as [11] 

dx 
= (1 /*) ' • { « c p i + (1 - a)cp[ 

dT da 

dx dx 

dp, 

1} fir 

dt 

1 [ Pn 

VZir PL LVRT VRTD. 
(13) 

dx 

dT , 
HcpL — (8) 

dx 

The rate of change in molal concentration of the sodium-vapor 
atoms due to the dimerization reaction 

Na + Na <=* Na2 
kb 

can be written [9] 

— Nomenclature-

where the drop temperature and pressure are approximated by 
TD = Tse,t(P) and PD = P. Finally, the rate at which liquid is 
condensed can be written [11] 

K^/TI^]^**+!"•*' (l4) 

A = 

CpL = 

D = 

/ = 
h = 

h/g = 
h = 

h = 

ti = 

J = 

k, = 
Kv = 
KT = 

ID = 

riiE = 

rtiEi = 

cross-sectional area of vapor 
passage 

constant-pressure specific 
heat 

specific heat of monatomic 
vapor 

specific heat of diatomic va
por 

liquid specific heat 
diameter of vapor passage 
friction factor 
enthalpy 
enthalpy of evaporation 
enthalpy of monatomic 

vapor 
enthalpy of diatomic vapor 
convection heat transfer co

efficient 
critical droplet nucleation 

rate 

reaction rate 
equilibrium constant 
thermal conductivity 

enthalpy of dimerization, 
ID — hi — hi 

rate of mass injection or 
suction per unit length 

rate of monatomic mass in
jection or suction per unit 
length 

rate of diatomic mass in

jection or suction per 
unit length 

m,D = liquid flow rate 
Thy = vapor flow rate, rhv = rhyi 

+ mV2 
rhyi = monatomic vapor flow rate 
rhvi = diatomic vapor flow rate 
Mi = molecular weight of mon

atomic sodium 
iV = Avogadro's number 
P = static pressure 

P», Pant = saturation pressure 
Pr = Prandtl number 
QE = heat transfer to outside wall 

of heat pipe per unit 
length 

Qconv = heat transfer from liquid-
vapor interface to vapor 
by convection 

R = gas constant 
Rz = gas constant of diatomic 

sodium 
Res = Reynolds number, Rez> = 

VD/v 
T = temperature of vapor 

TE = temperature of liquid-vapor 

interface 
^sat = saturation temperature 

V = axial velocity of vapor 
VE = transverse velocity of va

por at liquid-vapor inter
face 

X 

aE 

(d\m\ 
\ dt /„, 

(drhi\ 

^ (XX / eond 

axial distance measured 
from upstream end of 
evaporator 

a = degree of dissociation of 
vapor, a = rhvi/{rhvi + 
rhvi) 

= degree of dissociation of in
jected or rejected vapor, 
otB^=Tfim/(mm + mm) 

= liquid-mixture mass ratio, 
p, E = ThhlirriD + rhv) 

= viscosity 
= density 
= surface tension 
= wall shear stress 

= rate of change in molal 
concentration of mon
atomic sodium vapor due 
to chemical reaction 

rate of change in flow rate 
of liquid sodium due to 
homogeneous vapor con
densation 

Subscripts 

1 = denotes monatomic sodium 
2 = denotes diatomic sodium 
L = denotes liquid 
V = denotes vapor 
E = denotes state of injected or rejected 

vapor 
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Fig. 1 Sonic-limit heat transfer rate 

Within the evaporator region, the injected fluid is assumed 
to be superheated vapor with an equilibrium composition OLE cor
responding to the local static pressure P and the local interface 
temperature TE (equations to determine the equilibrium com
position are found in [9]). The magnitude of the interfacial 
superheat was taken to be [14] 

TE — Tsl [ rhE " 

27TO. Pht. 
(15) 

Whereas in the evaporator TE > Tsat, in the adiabatic region 
the interfacial temperature is equal to the local values of satura
tion temperature. The temperature of the interface within the 
condenser region is obtained from equation (15) where the minus 
sign is now applicable. I t is assumed that in the condenser re
gion the rejected fluid TOE leaves the vapor passage at the local 
saturation temperature and pressure and that the vapor com
position CXE is the same as that of the bulk vapor a. The fluid 
removed from the vapor passage by suction is assumed to be 
pure vapor; no liquid enters or leaves the vapor passage a t the 
liquid-vapor interface. In all cases, both the evaporator mass 
injection rate and condenser mass suction rate were taken to be 
uniform over the lengths of the evaporator and condenser regions. 

The relation 

/ = 
2 

2x2 

ReD 
(16) 

was used for all laminar shear-stress calculations in the evaporator 
[15] and 

Rer> 

for the adiabatic and condenser regions. The equation 

0.079 
/ (Res)1/* 

(17) 

(18) 

was used for all turbulent flow conditions [16] with transition 
assumed to occur at Res = 2000. The equation 

h = 3.66 -
D 

(19) 

was used for the laminar-flow convective heat transfer coefficient 
and 
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Fig. 2 Variation of axial drop in vapor temperature and vapor super-
saturation at choking point 

KT h = 0.023 — (Refl)0-8(Pr)0-3 
(20) 

was taken for the turbulent flow case [17]. 
The thermophysical properties of sodium were obtained from 

[18-21]. A comprehensive review of those properties pertinent 
to this study is contained in [9]. 

Analytical Results 
The equations given above can be rearranged to form a system 

of five simultaneous first-order ordinary differential equations 
that can be solved numerically for a, fj., P, T, and V as functions 
of x, provided QE is specified. These were solved by digital 
computer by means of a Runge-Kutta integration scheme. At 
the upstream end of the evaporator (x —*• 0), the vapor Mach 
number is small and the incompressible equations of motion can 
be used to generate the initial conditions needed for the first 
step in the integration. 

The calculations were made for two different heat pipes. One, 
with a 1.846-cm-dia vapor passage, a 17.8-cm-long evaporator, 
a 5.1-cm-long adiabatic region, and a 19.0-cm-long condenser 
section, corresponds to an experimental sodium heat pipe of 
Dzakowic et al. [2]. The second heat pipe, tested by Kemme of 
Los Alamos Scientific Laboratory [1], had a 1.04-cm-dia vapor 
passage, a 40-em-long evaporator, a 10-cm-long adiabatic re
gion, and a 75-cm-long condenser. 

The calculations were performed in several steps to determine 
the relative importance of the various phenomena. The first 
set of results for the Westinghouse heat pipe are summarized in 
Figs. 1 and 2. The droplet nucleation rate / was artificially 
set to zero (flow frozen with respect to phase change) and the 
chemical reaction was alternately taken to be frozen (kf = 0 ) , in 
equilibrium (see [7] and [9] for a description of the equilibrium 
calculations) and reacting at a rate given by equation (10). In 
all these calculations, the evaporator heat transfer rate QE was 
adjusted until sonic flow was attained at the inlet to the con
denser. 

Table 1 shows the rates of heat transfer required to cause 
sonic vapor flow at the condenser inlet of the Westinghouse heat 
pipe. Over the temperature range considered, the differences 
between the heat transfer rates for the three cases were less than 
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Fig. 4 Variation of axial drop in vapor temperature and vapor super-
saturation at choking point 

4 percent. A comparison between the experimental sonic-limit 
data and the reacting flow results is made in Fig. 1, curve A. 
Shown in Fig. 2 as a function of temperature are the vapor super-
saturation at the condenser inlet and the axial drop in vapor 
temperature from the beginning of the evaporator to the sonic 
point. Similar results for the LASL heat pipe are given in Figs. 
3 and 4 and in Table 1. 

Table 1 Comparison of chemical rate models 

Westinghouse heat pipe 
T(deg C) Qmax (watts) 

425 
550 
600 

477 
527 
577 

frozen 

50.9 
1475 
3490 

LASL heat 
32.5 

173 
587 

reacting 

50.9 
1460 
3420 

pipe 
32.4 

172 
580 

equilibrium 

50.4 
1430 
3360 

32 
170 
575 

CHEM. REACT. FLOW SOLUTION 
WESTINGHOUSE NA HEAT PIPE 

ui 
r-o 

r-< 

To=650°C 
Q = 7230 WATTS 
0.923 CM. RADIUS 

CRITICAL NUCL. 

10 15 
DISTANCE 

20 
CM 

Fig. 
To = 

5 Axial variation of Mach number, composition, and temperature; 
= 650 deg C 

Although the differences in the predicted maximum rates of 
heat transfer. are small for the three reaction-rate models, there 
are significant differences in the amounts of vapor supersatura-
tion. I t would appear from the calculations that in the tem
perature range from 500 to 700 deg C the vapor in a sodium heat 
pipe is in the transition regime between frozen chemical and 
chemical equilibrium behavior and that neither limit can be used 
satisfactorily to predict the vapor super-saturation or vapor 
temperature variations. 

Using equation (11) for the droplet nucleation rate and equa
tion (10) for the chemical reaction rate, the calculations were 
repeated in the evaporator and adiabatic regions and then ex
tended into the condenser region. This was done to determine 
if condensation shocks are likely upstream of the choking point, 
if the droplet nucleation and growth processes affect the sonic-
limit heat transfer rate, and if the condenser region can influence 
the sonic-limit heat transfer rate. 

For an upstream evaporator temperature of 650 deg C (West
inghouse heat pipe), Figs. 5 and 6 show the axial variations of 
vapor Mach number, composition, temperature, liquid mass 
ratio, and droplet nucleation rate. As before, the heat transfer 
rate to the evaporator was adjusted to cause choking at the con
denser inlet. When the calculations were extended into the con
denser region with uniform wall suction, the flow underwent the 
same type of transition from sonic to supersonic that is en
countered in a convergent-divergent nozzle. The analysis pre
dicts the onset of a condensation shock in the condenser region 
at a Mach number of 1.25. Similar results were obtained in the 
temperature range from 475 to 650 deg C. In all cases the con
densation shock occurred in the condenser region. The sonic-
limit heat transfer rate was uninfluenced by the presence of the 
condensation shock, and the sonic-limit calculations presented 
in Fig. 1, curve A, are also valid here. 

For temperatures below 475 deg C, using a heat addition rate 
large enough to cause choking at the condenser inlet, the com
puted vapor velocities could not be made to undergo the transi
tion at the condenser inlet through the sonic point into the 
supersonic region. At these low temperatures the friction effects 
are large with respect to suction and prevent the mass suction 
from accelerating the fluid to supersonic velocities. Therefore, 
at these temperatures, choking cannot occur at the condenser 
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Fig. 6 Axial variation of nucleation rate and moisture content; To = 
650 deg C 

inlet and the flow must be subsonic throughout. The calcula
tions were then repeated without the constraint that sonic flow 
occur at the condenser inlet. For a temperature of 455 deg C, 
the axial variations of Mach number for several assumed values 
of uniform evaporator heat addition rate are presented in Fig. 7 
for the Westinghouse heat pipe. The maximum possible heat 
addition rate for this case is QE — 7.82 watts/cm, for which 
choking occurred at the downstream end of the condenser. 
Similar calculations performed in the range from 425 to 475 deg 
C are summarized in curve B in Fig. 1. 

As was done with the Westinghouse heat pipe, attempts were 
made to extend the calculations for the LASL device into the 
condenser region. However, with sonic velocities at the con
denser inlet and using uniform rates of suction over the 75-cm-
long condenser section, these calculations also could not be made 
to undergo the transition to supersonic velocities in the con
denser. This occurred over the entire range of operating tem
peratures. Because of the imposed constraint of uniform suc
tion in such a long condenser section, the suction terms in the 
equations became much smaller in magnitude than the friction 
terms, and supersonic velocities were not possible. Only by 
artificially using excessively large suction rates in the vicinity of 
the condenser inlet could the transition to supersonic velocities 
be achieved. I t is possible that nonuniform suction did occur 
in the actual experimental device; however, measurements of 
the axial variation of heat pipe temperature which would indicate 
if such nonuniformities existed are not available. I t is also pos
sible that the shear stresses used in the calculations were unrea
sonably large; equation (17) does not take into account the re
verse-flow phenomena which have been predicted for some con
denser vapor flows [15]. 

Discussion and Concluding Remarks 
From the results described above, it appears that it does not 

really matter what is used for the equation of state for the sodium 
vapor when calculating the sonic-limit heat transfer rate. The 
predicted heat transfer rates varied only slightly between the 
limiting cases of frozen chemical and chemical equilibrium flow. 
With the classical theory of droplet nucleation, the amount of 
vapor condensed was found to be negligible upstream of the sonic 
point and to have a negligible influence on the sonic heat transfer 
rate. 

The wall shear stress in the hea1>pipe vapor passage has a 
much larger effect on the sonic limit than any of the thermo-
physical phenomena described in this paper. The errors ob-

0 10 20 30 40 
DISTANCE X, CM 

Fig. 7 Axial variation of Mach number; low-temperature operation 

tained by ignoring friction were found to range from more than 
100 percent at 425 deg C to less than 10 percent at 600 deg C in 
the case of the Westinghouse heat pipe [7]. The performance 
of the LASL heat pipe with its smaller cross-sectional area and 
greater length was influenced even more by friction, Figs. 1 and 
3. DeMichele obtained similar results from his two-dimensional 
study [8]. The simplest model which therefore can be expected 
to yield accurate predictions of the sonic limit is tha t of the flow 
of a perfect gas that is both chemically frozen and frozen with 
respect to phase change in a duct with wall friction. The wall 
shear-stress effect appears to be the most important and when 
included in the perfect-gas analysis brings the analytical and 
experimental results into excellent agreement. 
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Recalculation of Hilperfs Constants 
In this paper, two new sets of constants are presented for use in conjunction with two 
empirical correlation equations that represent Hilperfs data for heat transfer from 
cylinders to air in crossflow. 

Introduction Table 1 Values of constants in equation (2) 

I f l IANY EXPEBIMENTAL STUDIES of heat transfer from cyl
inders to air in crossflow have been performed. However, three 
publications [1-3]1 contain the data generally accepted as being 
the most reliable in this area of investigation. The data of 
Hilpert [1] lie in the range 2 < R , < 2.3 X 105; those of King [2] 
lie in the range 0.1 < R/ < 50; and those of Collis and Williams 
[3] lie in the range 0.01 < R/ < 140. For Reynolds numbers 
greater than 40, all three sets of data are in close agreement. For 
Reynolds numbers less than 40, there is some divergence, and in 
this region the data of Collis and Williams are widely regarded as 
being the most accurate. 

The data referenced above have been correlated by subdividing 
the overall range of the Reynolds number into five or six sub-
intervals and developing a family of five or six corresponding 
correlation equations*—this approach will be referred to as the 
"piecewise correlation technique." Hilpert correlated his data by 
means of a family of equations having the following form: 

N = BR» (1) 

where B and m are constants. He determined the numerical 
values of B and m corresponding to the following five subintervals 
of the Reynolds number: 1-to 4; 4 to 40; 40 to 4000; 4000 to 
40000; and 40000 to 400000. Collis and Williams employed 

NfT = a + 5R/1 (2) 

and determined the values of the constants a, b, and c listed in 
Table 1. The factor T = (Tf/Tm)-o-17, called the temperature 
factor, accounts for variations in the fluid properties of air. I t is 
pertinent to note that a = 0 for R/ > 44. 

Utilization of the piecewise correlation technique sometimes 
introduces certain difficulties: for example, when repeated 
calculations by computer need to be made over a broad range of 
the Reynolds number. To overcome these difficulties, the pres-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOTJBNAL OF HEAT TKANSFEK. Manuscript 
received by the Heat Transfer Division May 30, 1972. Paper No. 
73-HT-A. 

Range of Rf 

From 

0.02 

44 

To 

44 

140 

a 

0.24 

0 

b 

0.66 

0.48 

c 

0.45 

0.51 

ent authors [4] recently developed a single, continuous correlation 
equation which accurately represents all the data in [1-3]: 

N/77 = 0.184 + 0.324R/0-5 + 0.291R/* (3) 

where x = 0.247 + 0.0407R/0-168. 
Although equation (3) has certain advantages, it is somewhat 

unwieldy to use when quick slide-rule estimates are needed. 
Therefore it is deemed desirable to have in hand equation (3) and 
also a family of correlation equations like equation (2). The 
main objective of the present work was to determine an appro
priate set of constants to use with equation (2) based upon Hil-
pert 's data for Reynolds numbers greater than 40. For Reynolds 
numbers less than 40, the exclusive use of equation (3) is recom
mended, because in this region the data cannot be as accurately 
represented by the piecewise technique. 

Discussion of Hilperfs Data and Correlations 
In 1933 Hilpert published the results of a carefully conducted 

and extensive experimental investigation of heat transfer from 
horizontal circular cylinders to air in crossflow. The cylinders 
consisted of a series of 12 specimens (wires and pipes) ranging in 
diameter from 0.0198 mm to 150 mm, the Reynolds number varied 
from 2 to 2.3 X 105, and the pressure was approximately 1 atm. 
Most of Hilperfs experiments were performed with temperature 
differences Ai approximately equal to 80 deg C; only for specimen 
No. 5 were appreciably greater Ai's employed (up to nearly 1000 
deg C). Hilpert's measurements (excluding specimen No. 5) are 
listed in Table 2, columns I through VI. Although Hilpert's data 
were obtained nearly 40 years ago, they still represent the most 
extensive and consistent set of measurements that are available in 
this area of inquiry. 

Hilpert correlated his experimental data (excluding specimen 
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Table 2 Experimental data of Hilpert and related calculations Table 2 (continued) 
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37 
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No. 5) by the following piecewise continuous algebraic function: 

N,-A = BRa™ (4) 

where B and TO are constants given in Table 3. The entries in 
Table 3 comprise a modest extrapolation of the original experi
mental data, inasmuch as the actual experimental range of the 
Reynolds number was from 2 to 2.3 X 105 while the entries in 
Table 3 include Reynolds numbers from 1 to 4 X 106. 

Hilpert employed integrated mean values of the physical 
properties of air for correlation purposes, as indicated by the 
subscripts ih in equation (4); nevertheless, most subsequent 
investigators and texts assume that the entries in Table 3 refer to 
properties evaluated at the mean film temperature tf. In this 
connection it is also necessary to point out that Hilpert used 

.-? 
IS 
*i 

-s f ? 
•5" 
*« 

"i 
1* X* 

! * • 

U 

? = • 
|S = 

S i 

* 3 

" E 

I' 

I 

PI . 

N o . 

6 8 

69 
70 

71 
77 

7 1 

7 4 

7 5 

7 6 

77 

7 8 
79 

80 

81 

82 

8 3 

84 
85 

86 

87 

8 8 

8 9 

9 0 

91 

92 

9 1 

94 

9 5 

96 

97 

9 8 

99 

100 

107 

1 0 1 

104 

10S 

106 

107 
108 

109 

110 

m 
1 1 4 

117 

171 

177 

129 

II 

Preisui 

m m II B 

7 6 6 

7 6 7 

7 6 6 

7 6 6 

7 6 9 

7 6 9 . 

7 6 9 

7 6 7 

7 6 2 ' 

7 6 2 

7 S 7 

7 5 7 

7 6 0 

7 6 0 

7 5 0 

7 5 7 

7 5 8 

7 5 8 

7 5 8 

7 5 4 

7 5 4 

7 6 0 

7 6 0 

7 6 2 

7 5 3 

7 5 1 

7 5 1 

7 5 1 

7 5 6 

7 5 7 

7 5 6 

7 6 5 

7 5 9 

7 5 1 

7 5 1 

7 5 4 

7 5 2 

7 5 3 

7 5 4 

7 6 3 

7 5 2 

7 5 5 
7 5 2 

7 6 3 

7 6 3 

7 6 3 

7 6 3 

7 6 0 

7 6 4 

7 6 2 

7 5 4 

7 6 2 

7 5 3 

7 6 3 

7 5 7 

7 5 8 

7 5 3 

' 111 

t j 

d i f i C 

99 .5 

100.9 

97 .4 

99 .9 

100.6 

100.6 

98 ,3 

101.9 

100 .6 

100 .5 

100.9 

101.2 

9 9 . 8 

100 .8 

9 3 . 7 

100.2 

9 9 . 6 

99 .4 

99 .5 

99 .5 

99 .4 

99 .8 

99 .8 

9 9 . 8 

9 9 . 6 

9 9 . 3 

9 9 . 4 

9 9 . 4 

99 .5 

99 .5 

9 9 . 6 

100 .3 

99 .7 

99 .3 

99 .7 

99 .8 

99 .6 

99 .8 

99 .7 

100.2 

99.N 

9 8 . 6 

98 .1 

9 8 . 8 

9 9 . 4 

9 9 . 7 

99 .6 

99 .6 

9 9 . 6 

99 .6 

99 .8 

99 .6 

99 .9 

9 9 . 4 

9 3 . 3 

9 8 . 0 

9 9 . 4 

9 9 . 2 

9 9 . 2 

IV 

l a 

u c B C 

2 0 . 3 

2 1 . 5 

20 .3 

2 0 . 0 

20.9 

2 1 . 1 

21 .6 

2 2 . 9 

2 1 . 6 

2 1 . 2 

2 1 . 0 
2 1 . 2 

2 1 . 5 

2 1 . 2 

2 2 . 1 

2 1 . 7 

22 .4 

2 3 . 1 

2 0 . 5 

21 .3 

22 .7 

2 1 . 6 

21 .6 

2 3 . 1 

2 2 . 3 

2 2 . 7 

22 .7 

2 2 . 9 

21 .1 

2 2 . 1 

2 2 . 1 

2 3 . 3 

2 1 . 0 

2 2 . 7 

2 2 . 3 

2 2 . 1 

2 2 . 6 

2 2 . 8 

2 I . S 

2 2 . 2 

2 3 . 7 

2 1 . 6 

2 2 . 1 

2 2 . 4 

21 .9 

2 2 . 0 

2 1 . 3 

2 2 . 1 

2 1 . 7 

2 1 . 7 

22 .6 

2 2 . 4 

2 1 . 3 

2 3 . 2 

' * : 3 

2 4 . 0 

2 2 . 8 

2 1 . 3 

21 .1 

21 .5 

2 4 . 6 

2 0 . 9 

• v 

V 

9.23 

11.02 

12.07 

13.00 

17 .13 

20 .27 

2 5 . 0 8 

2 9 . 6 0 

3.24 

3 .93 

. 5 . 8 2 

7.99 

10.78 

11.75 

13.45 

16.18 

2 0 . 0 5 

2 3 . 9 8 

1.89 

2 . 4 7 

3 .23 

4 . 0 1 

4 . 8 9 

6.06 

8 .40 

10.90 

13.60 

18.64 

2 2 . 2 0 

2 8 . 0 0 

2 .62 

2 .99 

3 .87 

5 .87 

7 .74 

10.96 

14.10 

13.28 

2 1 . 4 3 

2 4 . 5 2 

3.13 

4 .43 

5.87 

8 .49 

10.36 
13.27 

17.98 

2 2 . 2 2 

2 8 . 0 0 

3.93~ 

5 .18 

5.31 

9 .63 

13.26 

15.10 

17.00 

13.85 

2 0 . 3 6 

22 .18 

25 .62 

2 9 . 4 0 

VI 

h 

_.k c aL. 
.ii^li dcg C 

2 6 4 . 0 

284 .5 

2 9 3 . 5 
3 0 7 . 2 

3 4 3 . 8 

3 7 4 . 0 

4 1 5 

4 4 6 

9 2 . 4 

100 .0 

1 1 0 . 3 

119.4 

139.5 

159 .2 

166.5 

. 176.5 

193 .3 

2 1 6 . 5 

2 3 4 . 2 

2 2 . 1 

2 5 . 1 

2S-.S 

3 2 . 8 

3 7 . 4 

4 2 . 8 

5 1 . 8 

61 .7 

7 1 . 3 

8 7 . 3 

9 9 . 5 

113.5 

20 .7 

2 2 . 7 

26 .3 

33 .7 

3 9 . 6 

4 3 . 9 

S3 .4 

7 0 . 1 

7 9 . 2 

86 .8 

16.98 

2 0 . 9 0 

2 5 . 2 0 

3 1 , 8 3 

3 8 . 2 5 

" 4 5 . 3 

5 7 . 3 

6 7 . 2 

8 2 . 4 

17 .0 

2 1 . 0 

2 0 . 9 -

31 .7 

• ! ' 0 

4 4 . 9 

5 0 . 6 

5 5 . 7 

5 9 . 0 

6 1 . 1 

72 .1 

32 .1 

VII 

"We** 

4 9 0 

5 3 1 

6 4 4 

6 8 9 

909 

1074 

1 3 3 1 

1 5 5 2 

5 0 3 

6 1 6 

7 6 1 

9 0 6 

1 2 5 1 

1 6 8 8 

1822 

2 0 9 8 

2 5 2 2 

3125 

3 7 5 5 

2 4 1 0 

3 2 1 0 

4 2 3 0 

5 2 6 0 . 

6 4 8 0 

7 8 0 0 

1 0 8 7 0 

1 4 1 1 0 

17580 

2 4 3 9 0 

2B980 

3 6 5 1 0 

6 0 4 0 

6 8 9 0 

8 8 0 0 

13350 

I 7 6 S 0 

2 5 0 0 0 

3 2 3 0 0 

4 1 9 0 0 

4 9 6 0 0 

5 5 7 5 0 

1 4 7 9 0 

2 0 7 8 0 

2 7 8 3 0 

4 0 3 2 0 

5 1 6 0 0 

6 2 9 S 0 

8 5 4 0 0 

1 0 5 2 0 0 

1 3 2 3 0 0 

3 0 9 0 0 

4 0 7 6 0 

4 1 6 0 0 

7 5 7 0 0 

1 0 1 2 0 0 

mono 
133200 

1503110 

I [ .1400 

17411130 

: IH)OI>O 

2 3 1 0 0 0 

VIII 

<»*>«„ 
11 .02 

11 .83 

12 .29 

12 .81 

1 4 . 3 0 

15.57 

17 .28 

18 .43 

11 .48 

1 2 . 4 3 

13 .70 
14.82 

17.36 

19.79 

2 0 . 7 0 

2 1 . 9 3 

2 4 . 1 0 

2 6 . 9 0 

2 9 . 1 8 

2 2 . 5 0 

2 6 . 0 6 

29 .65 

34 .05 

38 .75 

4 4 . 5 0 
5 3 . 8 

6 4 . 1 

7 4 . 1 

9 0 . 3 

103 .4 

1 1 7 . 9 ' 

37-8 

4 1 . 7 

4 8 . 0 

6 1 . 6 

7 2 . 6 

39 .5 

106.8 

128.7 

144.7 

158.5 

6 3 . 9 

7 8 . 6 

9 4 . 8 

119.6 

143.5 

170 .5 

2 1 5 . 3 

2 5 2 . 8 

3 1 0 

106.0 

130.7 

130.5 

197.4 

2 6 1 . 3 

2 7 9 . 0 

3 1 6 

3 4 8 

369 

4 0 1 

4 4 9 

5 1 3 

IX 

(Riw 

4 9 2 . 1 
584 .5 

647 .4 

6 9 3 . 1 

9 1 3 . 1 

10B0 

1 3 4 1 

1 5 6 0 

5 1 0 . 8 

6 2 0 . 3 -

7 6 4 . 8 

9 1 0 . 9 

1 2 5 9 

1697 

1 8 3 0 
2 1 0 8 

2 5 3 9 
3 1 4 2 

3 7 8 2 

2 4 7 4 

3 2 2 3 

4 2 5 5 
5 2 8 3 

6 4 3 5 

• 7 8 2 2 

1 0 9 1 9 

1 4 1 6 5 

1 7 6 6 5 

2 4 4 7 8 

2 9 1 1 8 

3 6 6 6 7 

6 0 3 0 

6 9 3 6 

88,42 

1 3 4 1 2 

1 7 7 8 2 

2 5 0 9 5 

3 2 2 9 3 

4 2 0 7 3 

4 9 8 7 2 

5 5 9 5 6 

1 4 7 9 5 

2 0 8 5 7 

2 7 8 5 8 

4 0 4 3 7 

5 1 6 7 0 

6 3 I S 6 

G5548 

1 0 5 4 1 2 

1 3 2 8 3 3 

3 1 1 4 9 

4 0 9 9 2 

4 1 7 1 3 

7 6 0 7 2 

101741 

1 1 7 6 6 5 

1 3 4 3 5 2 

1 4 9 9 1 3 
1 6 5 2 4 2 

1 7 5 0 9 3 

20O76S 

2 3 2 5 6 8 

X 

<fi>«p 

10.67 

11.46 

I I . 89 
12.41 

13 .86 
15.08 

16.76 

17.91 

11 .13 

12.05 

13.29 

14 .33 

16.82 

19 .19 

2 0 . 0 9 

2 1 . 2 7 

2 3 . 3 5 

26 .07 

2 8 . 2 9 

2 2 . 3 0 

2 5 . 2 8 

28 .74 

33 .07 

3 7 . 6 3 

4 3 . l i 

5 2 . 1 9 

6 2 . 1 J 

7 1 . 8 0 

8 8 . 1 1 

1 0 0 . 3 ' 

114.4 

3 6 . 6 3 

4 0 . 3 2 

4 6 . 6 0 

5 9 . 7 2 

7 0 . 2 3 

8 6 . 6 8 

103.5 

124.4 

140.4 

153.6 

6 1 . 7 3 

7 5 . 9 8 

9 1 . 4 9 
115.5 

138 .3 

164.4 

207 .9 

243 .9 

2 9 9 , 1 

102.7 

126.9 

126 .6 

191.4 

2 5 3 . 6 

270 .9 . 

305 .3 

337 .3 

353 .0 

3.13.0 

4.14.3 

497 .5 

XI 

' • "A-Mi 

4 9 3 . 5 

5 8 6 . 0 

6 4 8 . 9 

6 9 4 . 9 

9 1 5 . 4 

1 0 8 3 

1344 

1564 

5 1 2 . 0 

6 2 1 . 9 
7 6 6 . 8 

9 1 3 . 3 

1 2 6 2 

1701 

1B34 

2 1 1 3 

2 5 4 5 ' 

3 1 5 0 

3 7 9 2 

2 4 3 0 

3 2 3 0 

4 2 6 6 

5 2 9 6 

6 4 5 0 

7 8 4 1 

1 0 9 4 5 

14199 

1 7 7 0 7 

2 4 5 1 9 

2 9 1 8 3 . 

3 6 7 5 6 

6 0 9 5 

6 9 5 4 

8 3 6 3 

13444 

1 7 8 2 5 -

2 5 1 5 5 

3 2 3 7 0 

4 2 1 7 7 

4 9 9 9 4 

5 6 0 8 6 

1 4 8 3 0 
2 0 9 0 6 

2 7 9 2 3 

4 0 5 3 5 

5 1 7 9 6 

6 3 3 4 1 

3 5 7 5 5 

1 0 5 6 7 1 

133159 

•31224 

4 1 0 9 0 

4 1 3 2 1 

7 6 2 4 9 

1 0 1 9 9 2 

117933 

1 3 S I 7 0 

150273 

1 6 5 6 4 0 

1 7 5 5 2 3 

•201214 

23.1147 

XII 

( r J f ) C V [ , 

. 10 .66 

11.45 

11.69 

12 .40 

13 .85 

15.07 

16.75 

17.89 

11 .12 

' 12 .05 

13 .23 

14.37 

16.81 

19.17 

2 0 . 0 3 

2 1 . 2 5 

2 3 . 3 3 

2 6 . 0 5 

28 .27 

2 2 . 2 8 

25 .27 

2 8 . 7 1 
31 .05 

3 7 . 6 1 

4 3 . 0 9 

5 2 . 1 5 

6 2 . 1 1 

71 .75 

3 8 . 0 5 

100 .2 

1 1 4 . 3 

3 6 . 6 0 
4 0 . 2 9 

46 .57 

59 .67 

7 0 . 1 7 

86 .62 

103.4 

V24.3 

140 .3 

153.5 

61 .68 

' 75 .92 

9 1 . 4 3 

115.5 

138 .7 
164 .3 

2 0 7 . 7 
2 4 3 . 8 

29H.9 

102,6 

126,8 

126.5 

132.2 

253 .5 

770 .7 

337 .1 

357 .7 

4 9 7 . 1 

XI I I 

I V c x p 

10 .43 

1 J . 21 

11.64 

12.14 

13.56" 

14.75 
16.40 

17 .52 

10.89 

11.79 

13 .00 

14.06 

16 .46 

, 13.76 

19.67 

22 .35 

2 5 . 5 2 

2 7 . 6 7 

' 21 ,82 

24 .75 

2 8 , 1 1 

32,35 . 

36.84 

4 2 . 2 0 

51.OH 

6 0 . 8 3 

7 0 . 2 8 

8 6 . 2 0 

9 8 . 1 5 

111.9 

35.B5 

39 .44 

4 5 . 6 1 

5 8 , 4 5 

68 .71 

84 .84 

101 .3 

121.7 

137 .3 

150.4 

6 0 . 4 1 

113.1 
135 .3 

292.7 

100.5 

123.8 

j 19.6 

values for viscosity and thermal conductivity to evaluate the 
Reynolds and Nusselt numbers that have since been superseded. 
Therefore, if Reynolds and Nusselt numbers are calculated on the 
basis of recent information on viscosity and thermal conductivity 
[5],2 the calculated values will differ from values obtained by 
Hilpert for the same temperature limits. These differences are 
indicated by the following notation: subscript ih refers to 
integrated mean values published by Hilpert, whereas subscripts i 
and / refer, respectively, to integrated mean and mean film 
temperature properties calculated on the basis of information on 
properties (viscosity and thermal conductivity) contained in [5]. 
In Table 2, columns VII and VII I contain values of (R,7»)exP and 
(Nj71)eXp, columns I X and X contain values of (R,)exp and (N;)8xp, 
columns X I and X I I contain values of (R/)exP and (N/)exp, and 

2 See Appendix. 

.Nomenclature* 

A, B,C, D = constants 
a,b,c = constants 

E = percentage error defined by 

h 

J 
TO, n 

N 

P 
R 

t 

= 
= 
— 
= 

= 
= 

= 

E = 
V )calc K )exp 

( )exp 

X 100 
heat transfer coefficient 
constant 
constants 
Nusselt number based on 

cylinder diameter 

Prandtl number 
Reynolds number based on 

cylinder diameter 
temperf iture 

tf = mean film temperature, t/ 
= 'AC*. + u) 

t3 = cylinder surface tempera
ture 

tm = ambient fluid temperature 
(far from cylinder) 

Tf = absolute mean film tem
perature, Tf = v ^ r . + 
Tm) 

T„ = absolute cylinder surface 
temperature 

Poo = absolute fluid temperature 
(far from cylinder) 

T = temperature factor defined 
b y T = CZV/Too)-0-17 

V = velocity 
x = a function of R/, see equa

tion (3) 

Subscripts 

calc 
exp 

refers to calculated values 
refers to experimentally deter

mined values 
/ = refers to properties evaluated at 

the mean film temperature 
i = refers to integrated mean values 

of properties based upon data 
in [5] • 

ih = refers to integrated mean values 
of properties determined by 
Hilpert 
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Table 3 Values of constants in equations (4) and (5) Table 4 Values of constants in equation (6) 

Range of Rfh 

From 

1 
4 

40 
4,000 

40,000 

To 

4 
40 

4,000 
40,000 

400,000 

B 

0.891 
0.821 
0.615 
0.174 
0.0239 

m 

0.330 
0.385 
0.466 
0.618 
0.805 

B5 

0.872 
0.802 
0.600 

Range of Rf 

From 

1 
4 

40 
4,000 

40,000 

To 

4 
40 

4,000 
40,000 

400,000 

D 

0.875 
0.785 
0.590 
0.154 
0.0247 

j 

0.313 
0.388 
0.467 
0.627 
0.798 

column X I I I contains values of (N/T^exp. From this table the 
deviations between various quantities can readily be calculated. 
Thus it may be observed that for the same temperature limits, 
(R<*)exp is less than (Rj)exp by about 0.6 percent, whereas (N,-t)eiP 

is from 3 to 5 percent higher than (N* ) e i p . 
Hilpert found that equation (4) did not correlate his data for 

specimen No. 5 (high At), and so he developed a second equation 
for this purpose, namely 

Table 5 Values of constants in equation (7) 

Nin = B5 •©'"I (5) 

with constants Ss and m as indicated in Table 3. Inclusion of the 
factor (TJT„f^ in equation (5) represents an effort to account 
for variations in the fluid properties of air more precisely than 
they are accounted for by equation (4). Collis and Williams 
have found that this accounting is better accomplished by means 
of the temperature factor T, see equation (2). 

Recalculation of Hilpert's Constants 
If properties are evaluated at tf and the following form is 

adopted to correlate Hilpert's data (excluding specimen No. 5) 

N , = DUf (6) 

then the method of least squares leads to the values for D and j 
listed in Table 4- In order to evaluate the accuracy with which 
equation (6)3 represents Hilpert's measurements, the percentage 
error E was calculated for each data point (for the definition of E 
see the Nomenclature). I t was found that the maximum error is 
6.7 percent and the mean value and standard deviation of the 
errors are —0.06 and 1.9 percent, respectively. If the entries in 
Table 3 are used instead of those in Table 4 in conjunction with 
equation (6), then the maximum, mean, and standard deviations 
of the errors are approximately 12, 4, and 2 percent, respectively. 

If the following form is adopted to correlate Hilpert's data 
(excluding specimen No. 5) 

N / T = AR/» (7) 

then the method of least squares leads to the values for A and n 
listed in Table 5. In this case the maximum, mean, and standard 
deviations of the errors are 6.7, 0.08, and 2.0 percent, respectively. 
The values of A and n in Table 5 are nearly the same as the cor
responding values of D and j in Table 4 because the temperature 
factor T is nearly unity for all of Hilpert's data excluding specimen 
No. 5. 

Conclusions 
1 Equation (6) together with the constants listed in Table 4 

represent Hilpert's data with mean error and standard deviation 
of error equal to —0.06 and 1.9 percent, respectively. 

2 For Reynolds numbers greater than 40, either equation (3) 
or equation (7) may be used to calculate heat transfer from cyl
inders to air in crossfiow; the choice as to which equation to use in 
a particular application depends upon which is more convenient. 
For Reynolds numbers less than 40, the exclusive use of equation 
(3) is recommended. 

3 As indicated earlier, this is the equation that Hilpert is generally 
assumed to have adopted, whereas, in fact, he used equation (4). 

Range of R_ 

From 

40 

4,000 

40,000 

To 

4,000 

40,000 

400,000 

A 

0.579 

0.151 

0.0242 

n 

0.467 

0.627 

0.798 
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A P P E N D I X 
Thermal properties of air were calculated from the following 

equations obtained from [5]: 

Dynamic viscosity 

where 

^¥T-BXW~ 

fj. = dynamic viscosity, pois.e 
A = 145.8 
B = 110.4 
T = temperature, deg K 

Thermal conductivity 

aT1/* 
k = 

1 + 1 (!(,-««.) 

where 

k = thermal conductivity, cal/cm-sec-deg K 
a = 0.6325 X 10 ~6 

6 = 245.4 
c = 12 

T = temperature, deg K 
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This paper presents a model for eddy conductivity and turbulent Prandtl number based 
on the considerations of a Stokes-type flow. The expressions obtained by the model 
provide continuous velocity and temperature distributions for turbulent flows and are 
applicable to flows with pressure gradients, mass transfer, and heat transfer. Close to 
the wall the turbulent Prandtl number appears to be strongly affected by the molecular 
Prandtl number; away from the wall it is constant, that is, it is independent of the 
molecular Prandtl number. Calculated results agree well with experiments, including 
those with fluids having both low and high Prandtl numbers. In addition the results 
confirm recent experimental findings, in that the mass transfer has no effect on turbulent 
Prandtl number. 

Introduction 

H T THE present time there are no exact methods for 
calculating turbulent-velocity and temperature boundary layers. 
The governing equations for such flows contain fluctuation terms 
that are difficult if not impossible to relate to the dependent 
variables appearing in the equations. Because of the highly 
complex nature of the turbulence mechanism it is unlikely that 
an exact solution of the governing equations will ever be ac
complished. In order to proceed at all it is necessary to intro
duce some empirical assumptions into the governing equations. 
For this reason, over the years several approaches have been 
followed and various assumptions for the fluctuation terms have 
been proposed for calculating the velocity and temperature 
boundary layers. Prandtl 's mixing-length and Boussinesq's 
eddy-diffusivity coefficients for momentum and for heat are 
defined by the following expressions: 

bu dT 
—pu'v' = pem — -pT'v' = peh — (1) 

by by 

Sometimes it has been found convenient to introduce a "turbu
lent Prandtl number" defined by 

Pr , = em/eh (2) 

Of these coefficients, the eddy-viscosity concept has been used 
quite satisfactorily, together with Prandtl 's mixing-length con
cept, in several prediction methods for turbulent boundary 
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layers.1 These methods treat the turbulent boundary layer as 
a composite layer consisting of inner and outer regions. The 
existence of the two regions is due to the different response to 
shear and pressure gradient by the fluid near the wall. In gen
eral the thickness of the inner region is approximately 10 to 20 
percent of the total boundary-layer thickness. The mean ve
locity distribution may be described by the so-called law of the 
wall, u+ = (j>i(y+). In addition, if an expression for eddy vis
cosity is introduced, it can be shown that eddy viscosity in this 
region varies almost linearly with distance. A popular kinematic 
eddy-viscosity expression for this region is an expression based 
on Prandtl 's mixing-length theory 

where I, the mixing length, is given by I = kmy. 
In the case of a smooth wall the inner region contains a layer, 

commonly called the laminar sublayer, adjacent to the wall, 
where the mean velocity increases linearly with distance from 
the wall, u+ = y+. The thickness of this layer is of the order 
of 0.1 percent to 1 percent of the total boundary-layer thickness. 

According to experimental evidence there is also another re
gion between the sublayer and the inner region, which can be 
called a transitional region. Various assumptions have been 
made in order to describe the mean velocity distribution there. 
Hinze [2] gives a good summary of these assumptions. Of the 
many proposed, one has enjoyed a remarkable success. I t is 
the expression proposed by Van Driest [3], who assumed the 
following modified expression for Prandtl 's mixing-length theory: 

1 A summary of the latest prediction methods for incompressible 
two-dimensional turbulent boundary layers is given by Reynolds 
[1].* 

2 Numbers in brackets designate References at end of paper. 
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I = kmy[l - exp ( - j / / A ) ] (4) 

where A is a damping-length constant defined as 26v(jw/p)~'^2. 
This expression provides a continuous velocity and shear dis
tribution for turbulent flow. Although it was originally de
veloped for flat-plate flows with no mass transfer, it has been 
generalized and extended to flows with pressure gradient, mass 
transfer, and heat transfer, e.g., see [4-6]. 

The outer region contains 80 to 90 percent of the total bound
ary-layer thickness; the mean velocity distribution is conveniently 
described by the so-called velocity-defect law, (M, — u)/ur = 
<t>i(y/&)- The flow in this region is quite similar to wake flow. 
Near the outer edge it has an intermittent character. In addi
tion, an eddy-viscosity expression, if introduced, has a nearly 
constant value in this region. For example, as suggested by 
Clauser [7], the eddy viscosity for the so-called equilibrium 
boundary layer is 

I/' 
\Jo 

{ue — u)dy (5) 

where a is an empirical constant equal to about 0.0168. 
Again, various assumptions have been made about eddy con

ductivity, and several expressions have been proposed in at
tempts to predict the mean temperature distribution within the 
boundary layer. One assumption that has been used extensively 
is the one due to Reynolds. According to his assumption, heat 
and momentum are transferred by the same process, which 
means that the eddy coefficients are the same. This assumption 
leads to a turbulent Prandtl number of unity. The literature 
discusses the relationship between these coefficients at great 
length, without definite conclusions. According to experiments 
with mercury in pipes, Pr ( > 1, and according to experiments 
with gases in pipes, Pr ( < 1, see [8]. It is not clear whether the 
eddy conductivity and consequently the turbulent Prandtl number 
are completely independent of the molecular Prandtl number. 

One of the first proposals for a modification of the Reynolds 
analogy was made by Jenkins [9], who took into consideration 
the heat conduction to or from an element of an eddy during its 
movement transverse to the main flow. He assumed tha t if the 
temperature of the eddy did not change in flight, the definition 
of mixing length I = ur/(du/dy) and the definition of eddy con
ductivity Pr ( = e„,/eft would have €ft = lv', since T' = l(dT/dy). 
However if heat were lost during transit the fluctuation tempera
ture T' would actually be less than that, because of molecular 
thermal conductivity. Then the eddy conductivity would be 

eu lv 
, Tf - Tj 

l&T/Zy) 
(6) 

where Tf and Ti are the final and initial eddy mean temperatures 

Nomenclature 

respectively. In order to obtain an expression for (Tf — y.-w 
l(dT/dy), Jenkins assumed that the eddies are spheres of radius 
I, the mixing length, with the surface temperature of the particles 
varying linearly with time during their movement. The interval 
of time between an eddy's creation and its destruction is taken 
as l/v'. Using Carslaw and Jaeger's formula for the average 
temperature of a sphere under these conditions, Jenkins ob
tained an expression for (6). 

Treating the effect of molecular viscosity on an eddy in move
ment in the same way as the effect of molecular thermal con
ductivity, the Jenkins model leads to the following expression 
for the ratio of eddy conductivity to eddy viscosity. 

5L = J_ = 1 
em ~~ Pr , Pr 

2 

X 

exp (-reV 2 /em+)] 

2 12 „ 
— — — Pr em 
1 5 TT6 

X) - [ l - e x p ( - n V / P r e m
+ ) ] 

(7) 

Calculations made at low Prandtl numbers using the above 
expression are in fair agreement with experiment [10], although 
the more recent experimental data for liquid metals suggest that 
the loss of heat by an eddy during flight is not so great as that 
predicted by Jenkins. Furthermore, according to the experi
mental data of Page et al. [11] for air at Pr = 0.7, the eddy 
conductivity is greater than the eddy viscosity. Jenkins' result 
gives an opposite effect. Some analysts have therefore preferred 
to use Jenkins' diffusivity ratio multiplied by a constant factor 
such as 1.10 or 1.20 to bring the results more into line with mea
surements at Pr = 0.7 [10]. At high Prandtl numbers the 
Jenkins expression predicts values for ei/e„, that have no upper 
bound as the Prandtl number increases, which is not found by 
experiment. 

Studies of the problem have also been made by Deissler [12], 
and recently by Tyldesley and Silver [13] and by Simpson, 
Whitten, and Moffat [14]. Deissler's approach is based on a 
modified mixing-length theory and a method based on correlation 
coefficients. Neither method leads to an expression for the 
eddy ratios that can be compared directly with those given by 
other authors, but the modified mixing-length theory does seem 
successful in predicting heat transfer in the low-Prandtl-number 
range. In his other approach he derives from the momentum 
and the energy equations the correlation between velocities and 
temperatures at two points in a homogeneous turbulent fluid. 
His results predict that t\jtm depends on the velocity gradient, 
and that as the gradient increases the value of the ratio ap
proaches unity regardless of the molecular Prandtl number of 
the fluid. 

A, B = damping-length constants for 
velocity and temperature 
fluctuations respectively 

A+, B+ = damping constants for velocity 
and temperature fluctuations 
respectively 

cp = specific heat at constant pres
sure 

c//2 = local skin-friction coefficient, 
2r„,/peUe

2 

h = specific enthalpy 
h+ =,dimensionless enthalpy ratio, 

(hw - h)/hT 

hT = qw/PwUT 

k = thermal conductivity 
km, kj, = mixing-length constants for mo

mentum and heat respec
tively 

Nu 
Pe 

P + 

© -»A 

Nusselt number 
Peclet number 
pressure-gradient parameter, 

v due 

u,1 dx 

Pr, Pr ( = molecular and turbulent 
Prandtl numbers respectively 

Re = momentum-thickness Reynolds 
number, ued/v 

heat flux 
time 
temperature 
friction velocity, (r„/p)1 / 2 

dimensionless velocity ratios 
u/ur and vm/uT respectively 

u, v = x and y components of velocity 
x,y = rectangular coordinates 
y + = dimensionless quantity, yuT/v 

2 

T 
uT 

ii. + 

Z = dimensionless quantity, Rg X 
10~3 

5 = boundary-layer thickness 
en = kinematic eddy viscosity and 

eddy conductivity respec
tively 

%+ = dimensionless eddy viscosity 
em/v and eddy conductivity 
th/v respectively 

6 = momentum thickness, 

X [1 - (u/u,)]dy 
. n = dynamic viscosity 
v = kinematic viscosity 
p = density 
T = shear stress 
a> = angular velocity 
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The approach taken by Tyldesley and Silver is quite different 
from the approaches tha t have been discussed. These authors 
abandon the mixing-length concept and investigate the trans
port properties of a turbulent fluid by using a simple model to 
represent the detailed fluid behavior, which in the model is 
attributed to the motions of fluid entities of varying size, shape, 
and velocity. Their analysis enables them to find expressions 
for the eddy coefficients for mass, momentum, and energy in 
terms of properties of the turbulence. For example in the case 
of momentum and energy their model indicates that the turbu
lent Prandtl number is a function of the molecular Prandtl 
number, turbulence intensity, and Reynolds number. 

The study of Simpson, Whitten, and Moffat [14] consists of 
the determination of the turbulent Prandtl number for air from 
the experimental data of Simpson and Whitten and the compari
son of the experimental results with available theories. In addi
tion they investigate the effects of both blowing and suction on 
the turbulent Prandt l number. These studies are made for low-
speed incompressible turbulent flows with relatively low Reynolds 
number Rx ranging from 1.3 X 106 to 2 X 106. The minimum 
Reynolds number based on momentum thickness with no mass 
transfer is approximately 600. The results of their study show 
that (a) their experimental turbulent-Prandtl-number results 
agree within the experimental uncertainties with Ludweig's pipe 
results [15], which were obtained for 0.1 < y/d < 0.9, and that 
(6) in the inner region the Jenkins model [8] is found to describe, 
within experimental uncertainty, the variation of Pr ( with e,„+. 
In the outer region a new model for Pr ( and 6A is developed. 
The results from both models fall within the uncertainty envelope 
of their experimental results and indicate no dependence of Pr ( 

on blowing or suction. 

In this paper we discuss a model for eddy conductivity and 
turbulent Prandtl number based on the considerations of Stokes 
flow. We present expressions for eddy viscosity and eddy con
ductivity for both incompressible and compressible turbulent 
boundary layers. These expressions, which are obtained by 
following the modeling of the viscous sublayer to Stokes flow 
after Van Driest [3], account for flows with pressure gradient, 
heat transfer, and mass transfer. Furthermore, when these 
transport coefficients are used to replace the fluctuating quanti
ties in the boundary-layer equations they give good agreement 
with experiment. The predictions of the model for turbulent 
Prandtl number also agree well with experiments, including 
those with fluids having both low and high Prandtl numbers. In 
addition the model confirms recent experimental findings, in tha t 
the mass transfer has no effect on turbulent Prandtl number. 

In the next sections we describe the development of the turbu
lent Prandtl number for both incompressible and compressible 
turbulent boundary layers with pressure gradient, heat transfer, 
and mass transfer. However, before we do this, it is first ap
propriate to review Van Driest's modeling of the viscous layer 
to Stokes flow [3], as well as the extension of his model to flows 
with heat and mass transfer and pressure gradient [4, 5]. 

Van Driest's Model of the Viscous Sublayer 
We consider Stokes flow, that is, a flow about an infinite flat 

plate that executes oscillations parallel to itself. The governing 
momentum equation for the flow is the one-dimensional unsteady-
momentum equation. For an incompressible flow it is 

bu d2u 

U by2 (8) 

The solution of (8) subject to the boundary condition u(0, t) = 
ih cos cof is given by the following expression [16]: 

u = u<>e 
V~2y, v" cos I wt — 

oiy 0) 

oscillatory motion and us is the phase velocity of the oscillations. 
They are given by 

Vs = 
(ov)1/* 

= ( w ) 1 / ' (10) 

From (9) we see that the amplitude of the motion diminishes 
with distance from the wall as a consequence of the factor 
exp ( — y/\/2 ys). If we now identify u as the fluctuation ve
locity u', we see that when the plate is fixed and the fluid oscillates 
relative to the plate the maximum fluctuation velocity will be 

« ' = «o'(l — e -"") 

where n = l/(\/2 ys) and u„' is the velocity fluctuation unaffected 
by the viscosity. The above equation suggests tha t because 
of the viscous effects it is necessary to correct the velocity fluc
tuation by (1 — e~ny). Furthermore the phase velocity of the 
oscillations may be thought of as a shear-wave propagation 
velocity. 

If we assume that u' ~ v1 and use the definition of Reynolds 
shear stress we can then write 

-puv -pu0W (1 - e-•'»)* 

Since, according to Prandtl 's mixing-length concept, 

we see that (11) can now be written as 

/ d i t V 
— pu'v' = Z2(l — e~"v)2 I — 

(11) 

(12) 

(13) 

If we assume the shear-wave propagation velocity us to be the 
wall friction velocity (Tm/p)1^2 and write exp (—ny) as exp { — y/ 
A), then we can write 

A = A+; •(vr (14) 

where A + is an empirical constant. 
For the inner region of the boundary layer, where the law of 

the wall applies, the mixing length I is proportional to the dis
tance y from the wall, I = k„,y. Taking km = 0.4 and comparing 
his model with experimental data at high Reynolds number 
{Re > 5000), Van Driest empirically determined the constant 
in (14) to be 26. However, if this curve-fitting procedure is 
applied to turbulent boundary layers at low Reynolds number 
{Re < 5000), the parameters km and A + will vary with Reynolds 
number. According to the study conducted in [17] for flat-
plate flows, this variation is found to be 

km = 0.40 + 
0.19 14 

0.49Z2 

where ys is a length scale associated with the envelope of the 

A + = 26 -I Z > 0.3 
1 + Z1 

(15) 

where Z = Rg X 10 ~3. With these assumptions and constants, 
(13) becomes 

-p^V = (k,„ym - exp (-y/A)]*(^Y (16) 

The eddy-viscosity expression for this region is then 

fo)„ = (Jcmyni - exp (-y/A)]* (^) (17) 

The expression (16) or (17) was developed for a flat-plate flow 
with no mass transfer and should not be used for flows with pres
sure gradient and mass transfer. For pressure gradient, tha t is 
quite obvious, since for flow with an adverse pressure gradient, rw 

may approach zero (flow separation). In such a case the inner 
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eddy viscosity will be zero.3 For this reason, in [4, 5] the Van 
Driest expression was extended to turbulent boundary layers 
with pressure gradient, mass transfer, and heat transfer. The 
extension was made by following Van Driest's modeling of the 
viscous sublayer to Stokes flow, and by taking the shear-wave 
propagation velocity to be the friction velocity at the edge of 
the sublayer, {rB/p)1^, rather than its wall value {rw/p)1^. I t is 
given by 

or- Gf(r» (18) 

where 

N | /x. \p*,J vw
+ L \ ' ix " J J 

+ exP(n.8^+)}lA 
(19) 

As a result of this extension for flows with pressure gradient, heat 
transfer, and mass transfer, the damping-length constant A in 
(17) becomes 

—c ar (20) 

Model for Turbulent Prandtl Number 
If we neglect the dissipation and pressure-work terms, the 

steady-state energy equation for a turbulent flow can be written 
as 

pu 
bh 

bx pv 
bh 

by 

where 

by 

k bh 

(k bh \ 
I - — - ph'v' 1 = -
\cp by ) 

= - ? (21) 
oy 

+ ph'v' = qi + qt (22) 

With the concept of eddy conductivity 6A, the heat transfer due 
to the turbulent flow can be expressed in the same mathematical 
form as tha t in laminar flow. Tha t is 

It ph'v' = -peh 
bh 

by 

By using (23) we can write (22) as 

yu bh bh 
4 = ~ — pen — 

Pr by by 

(23) 

(24) 

According to Prandtl 's mixing-length theory, in the region where 
the law of the wall applies we assume that 

bh bh 
h' ~ 3/ — = khy -r-

by by 
v> ~y— = k,ny — (25) 

by by 

where the subscripts h and m denote heat and momentum respec
tively. By means of (25) the definition of eh becomes 

6h = - ®"' bu 
khhmV* — 

by 
(26) 

However, mixing-length theory does not apply in the sublayer 
or in the transition region between the sublayer and the fully 
turbulent region. For this reason, in order to get a continuous 
temperature distribution, we use Van Driest 's modeling of the 
viscous sublayer to Stokes flow. Rather than make corrections 
of the velocity fluctuations alone, we ajso make corrections of 

the temperature fluctuations by considering the nonsteady 
energy equation, which for an incompressible flow is 

bh _ v b% 

bt ~ Pr by* 
(27) 

The solution of (27) for the boundary condition hlfi, t) = h0 cos 
coi is given by the following expression: 

h = hoe 

y_ 

V 2 5 , »* cos I ut 

where 

vffov)-1/^!-1/' 

\ V2 a.) (28) 

(29) 

If we now identify h as the fluctuation enthalpy ! i ' ,we see that 
when the plate is fixed and the fluid enthalpy oscillates relative 
to the plate the maximum fluctuation enthalpy will be 

h' = h' ( 1 V2 y. (30) 

From (30) it can be seen that the length scale and phase velocity 
of the oscillations are functions of molecular Prandtl number Pr. 
If, as before, we take the shear-wave propagation velocity to be 
the friction velocity at the edge of the sublayer for a given fluid 
with a particular Prandtl number, then (30) can be written as 

where 

h' = V U - e-"'B) 

B = B »<sr 
(31) 

(32) 

In (32) the damping constant for enthalpy fluctuations is a func
tion of Prandtl number 

(33) 

Since 

we have 

B+ = B+(Pr) 

v' = »0'(1 - e-«IA) 

-ph'v' = -ph0%' (1 - e-WA)(i _ e-viB) (34) 

With the concept of mixing length4 and eddy conductivity, (34) 

can also be written as 

bh 
— ph'v' = pen 

by 
(35) 

where 

eh = kmkhy*[l - exp {-y/A)}[\ - exp (-y/B)] ^ (36) 

The problem is now to determine the constants kh and B + in 
(36) and in (32) respectively. Assuming constant heat transfer 
close to the wall, we can approximate (21) as 

q = <Zu> 
ju. dh dh 

Pr dy dy 
(37) 

which, in terms of dimensionless quantities, can also be written 
for an incompressible flow as 

K - h r » + dy + 
(38) 

S + *+ 

3 Writing the ratio y/A in the exponential term as y +/A +, we see 
that if TW = 0 then [1 — exp { — y/A)] will be zero. Thus (e;),„ = 0. 

dh , , , o« 4 We note that »o = hmy —, w = hny —. 
iyy Oy 
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Fig. 1 Variation of turbulent Prandtl number with molecular Prandtl 
number according to equation (43) 

by neglecting the density variation across the boundary layer. 
Equation (38) shows tha t for given values of hw and hT we can 
calculate the dimensionless enthalpy distribution across the 
boundary layer, provided that the e^+ variation is known. Ac
cording to (36) it is necessary to know kh, B, and bu/by, since 
]cm and A are given by (15) and (20) respectively. The term 
ou/by, which in terms of dimensionless quantities can also be 
written as bu+/by+, can be determined by considering the mo
mentum equation close to the wall for a flat-plate flow. I t is 
given by 

— = 0 or r 
dy 

If we denote r = Ti + rt = p,(du/dy) 
can show that (39) can be written as 

du + 

(39) 

pu'v' and use (16), we 

1 {1 + 4fcm%+)2[l ~~exp (-2/+M+)]>}'/> ( 4 0 ) 

For a flat-plate flow B = B+{rw/p)~1^v; hence the ratio y/B in 
(36) is y+/B+. As a result the problem now reduces to tha t of 
finding the empirical constants kh and B+ in e/,+. 

In the study reported here we have integrated (38) for various 
values of kh and B + and obtained a "best" fit to the experimental 
data of Whitten [18], which were obtained for flat-plate incom
pressible turbulent boundary layers at constant wall temperature 
for Reynolds numbers Rg varying from 1000 to 4500. On the 
basis of this curve-fitting procedure we find that the parameters 
hi, and B+ can be approximated by expressions similar to those 
in (15), as follows: 

h = 0.44 + 
0.22 

1 + 0.42Z2 B-> 35 + 
25 

1 + 0.55Z2 

Z > 0.3 (41) 

The eddy-conductivity expression given by (36) applies only 
in the inner region of the boundary layer, where the law of the 
wall holds. If we neglect the exponential term in (36) we see 
that eddy conductivity varies linearly with y, as does the eddy 
viscosity given by (17), though with a different slope. Because 
of the composite nature of a turbulent boundary layer, however, 
a separate expression for t% should be used in the outer region, 
as is usual with e„-expressions. This can be done either by using, 
for example, a mixing-length expression e/, ~ I2 |bu/dj/| and taking 
I proportional to, say, thermal boundary-layer thickness 8t, or 

by using a Clauser expression of the form e% < u; (we — u)dy 

The proportionality constant in the latter case may be assumed 
to be approximately 0.0168 as in the em-expression. 

Once an expression for eh is known we can write an expression 
for the turbulent Prandtl number that can be used for the entire 

boundary layer. Since Pr ( = em/th we can use (17) and (36) to 
write 

Pr , 
M l - exp (-y/A)] 

kh[l - exp (-y/B)] 

At the wall Prj is given by 

km B Km -P 
Pr . = 

kh A kh AH 

(42a) 

(426) 

We note that as y becomes larger the exponential terms in (42a) 
approach zero. The turbulent Prandtl number then becomes 

Pr, = 
Km 

kh 
(42c) 

We also note from (42) tha t the molecular Prandtl number has a 
strong effect on Pr< close to the wall, since B+ = B+(Pr), and there
fore has no effect on ?vt away from the wall. 

The damping constant in (41) is for air whose Prandtl number 
is approximately unity. For fluids other than air it varies, since 
B+ is a function of molecular Prandtl number, (33). If we 
assume tha t km, kh, and A + are known and amount to 0.40, 0.44, 
and 26 respectively, then B+ can be calculated from (42b) pro
vided tha t Prj is known at the wall. Following this procedure 
and using the experimental values of Pr<, Na and Habib [19] 
expressed the variation of B+ with molecular Prandtl number by 

B+ = 
B + + 

VPr 
(43) 

where B + + also varies with Pr as shown in Fig. 1. 
The eddy-conductivity expression (36) is developed for an in

compressible flow. I t can be extended to a compressible flow as 
follows. We consider the compressible nonsteady energy equa
tion and neglect the dissipation terms, thus limiting the analysis 
to Mach numbers with negligible dissipation effects. 

bh 

bt by \ P r by) 
(44a) 

If the variation of Prandtl number with temperature is neglected, 
then (44a) becomes 

1_ _£)_ 

Pr by ('£) (446) 

Introducing the transformation dy = fidz into (446) and taking 
p/j, to be an average over some interval, we get 

bh 

bt 

P r - i b% 

PH bz2 (45) 

The solution of (45) subject to the boundary condition /i(0, t) 
ho cos ut is 

h = hae~mz cos (o)£ — mz) 

where 

(fPTPM.)" 

(46) 

(47) 

When the plate is fixed and the fluid oscillates relative to the 
plate, the maximum fluctuation enthalpy is 

h' 1 — exp (-MJldy). 
If we write (47) in the form 

(i-*r-(?r const. 

(48) 

(49) 
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Fig. 2 Comparison of calculated turbulent Prandtl number with experi
ment 

o JENKINS MODEL 
PRESENT MODEL 

UNCERTAINTY ENVELOPE] ACCORDING TO THE 
& MEAN Pr, VARIATION j DATA OF SIMPSON, ET AL 

Fig. 3 Effect of mass transfer on turbulent Prandtl number 

where jx in f dy/fi is taken to be p., and if we assume the value of 
the constant B + to be the same as in compressible flows and let 
v = v, then for a compressible flow the damping length for 
temperature fluctuations can be written as 

B = B+t (r (50) 

The sublayer friction velocity (r s /p) ' /2 , as before, is defined by 
(18). 

The turbulent-Prandtl-number expression given by (42) should 
now use expressions (20) and (50) for compressible flows. 

Comparison with Experiment and with Other Models 
The expression for the turbulent Prandtl number given by 

(42) will now be evaluated for several Reynolds numbers, and its 
predictions will be compared with the predictions by other ex
pressions, together with the available experimental data on the 
subject. We shall consider flows with and without mass transfer. 

Figure 2 shows the variation of turbulent Prandt l number 
with y/8 for an incompressible flow with no mass transfer. I t 
also shows the uncertainty envelope and the variation of the 
mean turbulent Prandtl number determined by Simpson et al. 
[14] and the experimental data of Johnson [20] and Ludweig 
[15]. The experimental data of Johnson are for flat-plate flow 
at high Reynolds numbers. The experimental data of Ludweig 
on the other hand are based on measurements in a pipe, again at 
high Reynolds numbers. According to Kestin and Richardson's 
study, Ludweig's results are the most reliable for air flowing in a 
pipe [8]. The comparisons in Fig. 2 show that the present re
sults, especially one calculated for Rg = 4000, agree reasonably 
well with Ludweig's results for 0.1 < y < 0.4 and differ slightly 
from his results for y/8 > 0.4. However, the predicted results 
fall within the uncertainty envelope of Simpson et al. I t is 

1.2 r-

.8 

M e . 

• 1.70 

V 1.95 

O 2 .20 

A 2.45 

O 2.70 

a 2 .90 

^Gm 

.6 .8 1.0 

y / 8 

Fig. 4 Turbulent-Prandtl-number variation in the boundary layer accord
ing to experiments of Meier and Rotta [21] 
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Fig. 5 Comparison of calculated and experimental values of Nusselt 

number for a turbulent pipe flow at different values of Peclet number 

interesting to note that the predicted results for the region near 
the wall also agree well with Johnson's data, although the dis
crepancy is significant away from the wall. 

We next study the effect of mass transfer on turbulent Prandtl 
number. We use the experimental data of Simpson and calculate 
Pi'i at various values of y+ and y/8 for given values of Rg and vw

+. 
Figure 3 shows the calculated results for vw

+ = 0 and 0.0247 for 
Rg = 2000, together with the uncertainty envelope and the vari
ation of the mean turbulent Prandtl number of Simpson et al. 
Considering the fact that the calculations were made for a low 
Reynolds number, it can be said that the results agree reasonably 
well with the findings of Simpson et al. and show no appreciable 
effect of mass transfer on the turbulent Prandtl number. 

We next compare the present model with the very recent 
experimental data of Meier and Rot ta [21]. These authors 
present temperature distributions in supersonic flows and 
turbulent-Prandtl-number distributions obtained from their 
experimental data. They point out that their turbulent-Prandtl-
number distributions for such flows are in excellent agreement 
with those of Simpson et al. [14], who carried out measurements 
at low subsonic speeds on a porous plate. They further point 
out tha t if they express Prandtl 's mixing-length expression in the 
form written by Van Driest, that is, 

, r / ?/(7v>)1/2Y 
= fci„|_l-exp^--^T-j 

.s, namely 

' \kh A+) 

and use the following restrictions, namely 

y = 0 Pr , = 

(51) 

(52) 
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Fig. 6 Comparison of calculated and experimental values of Stanton 
number for a turbulent pipe flow at different values of Reynolds number 

y ->- 00 (52) 

then the calculated temperature distributions using these ex
pressions ai'e in excellent agreement with their experimental 
data, provided that they choose the constants appearing in (51) 
and (52) as k", = 0.40, kh = 0.43, A + = 26, and B+ = 33.8, four 
empirical values that compare well with those used in this 
paper. Figure 4 shows the experimental Pr, variation for Meier 
and Rotta's experiments. 

Finally, we show the heat-transfer results obtained for pipe 
flow by using the present model. The calculations were made 
by Na and Habib [19J. The authors applied the present model 
to fluids with low, medium, and high Prandtl numbers. These 
dflta represent fluids of practical importance, namely liquid 
metals (Pr = 0.02) lip to water with additives (Pr = 14.3). 
Figures 5 and 6 show comparisons of calculated and experimental 
vullle, of Nusselt number for three values of Prandtl number. 
As can be seen from these comparisons the agreement between 
theory and experimental data is very good. 

N a and Habib also made comparisons between theoretical and 
experimental temperature distributions. In Fig. 7 we show 
only the results for Pr = 14.3. For further comparisons, see 
[19J. Again the agreement is very good. 

Concluding Remarks 
On the basis of comparisons presented in the previous section 

it can be said that the present model for eddy conductivity and 
turbulent Prandtl number seems to agree well with the experi
mental data. This includes fluids with low, medium, and high 
molecular Prandtl numbers. The expression for turbulent 
Prandtl number shows that Pr, is a strong function of molecular 
Prandtl number nel1r the wl111 I1nd that it is a constant away from 
the wall. 

The expression for turbulent Prandtl number also shows that 
its wall value is greater than unity for the range of molecular 
Prancltl number considered in this paper. For example, for a 
liquid-metal fluid (Pr = 0.02) Pr, is 10.9, and for air (PI' = 0.72) 
PI', is 1.22, Re > 5000. In the latter case the predicted value of 
PI', is somewhat higher than the commonly accepted and used 
value of PI'" which is generally taken to be 0.90. However, the 
effect of higher wall turbulent Prandtl number on the calculated 
heat-transfer parameters such as Stanton number and ·tempera
ture profiles is not very pronounced according to the studies 
conducted using the finite-difference method of Cebeci and 
Smith [25J. Several incompressible turbulent flows calculated 
by this method show that with variable turbulent Prandtl num
ber, Stanton numbers are slightly lower than those obtained 
with a constant turbulent Prandtl number; with the scatter in 
experimental data it is very difficult to judge which of the calcu
lated values agrees better with experiment. On the other hand 
the temperature profiles calculated by using ~ variable turbulent 
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Fig. 7 Comparison of calculated and experimental temperature dis
tribution for a turbulent pipe flow 

Prandtl number show better agreement with experiment, al
though slight, than those obtained by using a constant turbulent 
Prandtl number. 
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•Discussion. 
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empirical theory of eddy conductivity. We would like to supple
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our work on turbulent heat transfer in pipes which is soon to ap
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6 Professors, Division of Engineering, University of Michigan-
Dearborn, Dearborn, Mich. 

Our paper [19] shows that the expression for B+ is best repre
sented by the equation 

5 

B+= £ C,(log10 Pr)'"i 
i' = l 

w h e r e 

Ci = 34.96 

C2 = 28.79 

C3 = 33.95 

d = 6.33 

C6 = - 1 . 1 8 6 
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Stability and Oscillation Characteristics of 
Finite-Element, Finite-Difference, and 
Weighted-Residuals Methods for 
Transient Two-dimensional Heat 
Conduction in Solids 
The finite-element difference expression was derived by use of the variational principle 
and finite-element synthesis. Several ordinary finite-difference formulae for the La-
placian term were considered. A particular finite-difference formula for the Laplacian 
term was chosen to bring the difference expressions of finite-element, finite-difference, 
and weighted-residuals (Galerkin) methods into the same format. The stability criteria 
were established for all three techniques by use of the general stability, von Neumann, and 
Dusinberre concepts. The oscillation characteristics were derived for all three techniques. 
The finite-element method is more conservative than the finite-difference method, but not 
so conservative as the Galerkin method in both stability and oscillation characteristics. 

Introduction 

0. IARSLAW AND JABGEK [1]1 summarized numerous analyti
cal solutions for rectangular regions, cylinders, and spheres under 
a variety of initial and boundary conditions. However, if the 
body has an irregular shape (such as rifling in the bore of a gun 
or variable wall thickness), the possibility of obtaining an analyti
cal solution is negligible, and in such situations, numerical meth
ods are used. 

Various numerical methods have been used for solutions to the 
problems of transient heat conduction. The most common ones 
are the finite-difference method (which represents a direct ap
proximation of the governing partial differential equation) and 
the finite-element method introduced by Wilson and Nickell [2] 
based on a variational principle derived by Gurtin [3]. The 
finite-element method is completely general with respect to 
geometry and material properties. Complex bodies composed 
of many different anisotropic materials are easily represented in 
this method. Temperature or heat-flux boundary conditions 
may be specified at any point within the finite-element system. 
Moreover, mathematically, the method can be shown to converge 
toward the exact solution as the number of elements is increased. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division May 21, 1972. Paper No. 
73-HT-E. 

Several references were discussed in previous reports [4-6]. 
Lemmon and Heaton [7] compared the accuracy, stability, and 
oscillation characteristics of the finite-element method with the 
finite-difference method and concluded that the stability and 
the nonoscillation criteria for one-dimensional problems are more 
restrictive for the finite-element method, with the truncation 
error about the same. This type of analysis is not found in the 
literature for transient two-dimensional heat-conduction prob
lems. Also, no finite-element difference expressions are evident 
in the literature for two- and three-dimensional cases. The ob
jective of this study was to close these gaps so that the existing 
resources on both techniques under consideration could be com
pletely utilized. 

Finite-Element Difference Expression 
Wilson and Nickell [2], following Gurtin's [3] discussion of 

variational principles for linear initial-value problems, confirmed 
that the function T(x, y, t), which leads to an extremum of the 
functional 

fi((y) =
 l f {PCPT*T + VT*K*VT - 2pCvT0*T}dV 

2 J v 

L QiVt*TdS (1) 

is the solution of the following transient heat-conduction equa
tion : 
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Fig. 1 Two-dimensional elements around (xi, yj) and corresponding 
weighting functions 

{K*T, t), i - pCP 

w i t h t h e b o u n d a r y cond i t ion 

K*T, { - Qt 

b^T 

bt 

= 0 

(2) 

(3) 

w h e r e T(x, y, t) is t h e t e m p e r a t u r e a t t h e spa t i a l p o i n t (x, y) a n d 

a t t i m e t, To is in i t ia l t e m p e r a t u r e , VT is t h e g r a d i e n t of T w i t h 

r e spec t t o spa t i a l coo rd ina te s , K is t h e r m a l c o n d u c t i v i t y , p is m a 

te r ia l dens i ty , Cp is h e a t c a p a c i t y of t h e m a t e r i a l p e r u n i t 'mass, 

« 0 , y, t) f 
Jo 

Qi(x, y, r)dr, V is v o l u m e , a n d * is a convo lu -

tion symbol 

T*T = I 
Jo 

defii 

T(x, 

lec 

V, 

as 

t - T)T(X, 

VT 

V, T)dr 

*vr = bT* 

bx 

bT 

dx 

bT* bT , „ , 
(4) 

&?/ by 

T h e two-d imens iona l solid b o d y is d iv ided i n to M axia l e l e m e n t s 

(nodes 0 t o M) a n d N t r a n s v e r s e e l e m e n t s (nodes 0 t o N) so t h a t 

s t e p sizes a re t h e s a m e in b o t h d i rec t ions . T h i s r e s t r i c t ion (i.e., 

s q u a r e e l e m e n t ) is i n t r o d u c e d t o s implify a lgebra ic m a n i p u l a t i o n s 

i nvo lved in t h e ana lys i s . I n s t e a d , a u n i t s t e p size can b e a s s u m e d 

w i t h o u t a n y loss of gene ra l i t y . 

T h e n o d a l p o i n t i, j(ft<i<M,0<j< N), as s h o w n in F i g . 

1, is cons idered . T h e t e m p e r a t u r e of t h e n o d a l p o i n t will v a r y as 

a func t ion of t i m e t. T h e t e m p e r a t u r e d i s t r i b u t i o n in a subreg ion 

is a func t ion of spa t i a l c o o r d i n a t e s (x a n d y) a n d s u r r o u n d i n g 

n o d a l p o i n t t e m p e r a t u r e s . F o r s impl ic i ty , l i nea r i t y a n d t h e s a m e 

func t iona l d i s t r i b u t i o n a re a s s u m e d for all e l e m e n t s , i.e., 

T(x, y, t) = fi + xfc + yfa + xyfa (5) 

w h e r e f, /2 , fa, a n d / i a re func t ions of n o d a l p o i n t t e m p e r a t u r e s 

0 < x < 1 a n d 0 < y < 1. F u n c t i o n s / I ; f%, fa, a n d ft a re t o b e 

d e t e r m i n e d b y s u b s t i t u t i o n of t h e c o o r d i n a t e s of n o d a l p o i n t s 

i n t o t h e e q u a t i o n a b o v e a n d b y so lu t ion of t h e r e su l t i ng s imul 

t a n e o u s e q u a t i o n s . T h e r e su l t i ng e q u a t i o n is s h o w n h e r e : 

T(x, y, t) = (1 - x - y - xy)Tt.,;k + x(l - y)Tl+ui,k 

+ 1/(1 - x)Ti,j+1,h + xyTi+i,3-+i,k (6) 

I n t e g r a t i n g ove r t h e v o l u m e occup ied b y region I , as s h o w n in 

F i g . 1, a n d t a k i n g t h e first v a r i a t i o n w i t h r e spec t t o Ti,j,u+i y ie lds 

t h e following r e su l t for t h e first t e r m in e q u a t i o n (1 ) : 

2 1 1 1 
q Ti,j,h+i + - Tuj-i,h+i + - Ti-i,j,k+i + — Ti-uj-i.k+i (7) 
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Simi la r r e su l t s for reg ions I I , I I I , a n d I V a re g iven be low in t h a t 

o rder . T h e first v a r i a t i o n is t a k e n w i t h r e spec t t o t h e s a m e nodal 

t e m p e r a t u r e Ti,j,k+1. 

Ti,j,k+i + - Ti,j+i,k+i + 
1 

i,h+l + 
18 

•2", l+l,i+l,k+i 

1 1 1 
Ti,j,k+i + -r Tt-i,j,k+i + - Ti,j+x,h+i + — ! F < - I , J + I . * + I 

2 1 1 1 
- Ti,j,ic+i + - J Y J - I . J H - I + ~ Tt+1,j,in.i + — Ti+i,j-i,i,+l (8) 

B y cons ide ra t ion of t h e r e su l t s o b t a i n e d over all t h e regions, the 

e n t i r e c o n t r i b u t i o n d u e t o t h e first t e r m of e q u a t i o n (1) is as fol

lows : 

2pCp 

36 
Ti-i,j- + 4T. i-i,j,k+i T Ti-i,j+i,k+i + 42 ,j,,-_ l l H i 

+ ^Ti,j,k+i + iTi,j+1,k+i + Ti+i,j-i,h+i + 43 ,j+i,j-,4+1 

+ Ti+i,j+i,h+i\ (9) 

T h e e v a l u a t i o n of t h e t h i r d t e r m in e q u a t i o n (1) is essential ly 

s imi la r t o t h e e v a l u a t i o n of t h e first t e r m . T h e c o n t r i b u t i o n due 

t o t h e t h i r d t e r m of e q u a t i o n '(1) is 

ZpCj, 

36 
—i,y—i.fc + 4IVi , , - , i + Ti-i,j+i,k + 4:Ti,i-i,t. 

+ l&Ti,jlk + 4!Ti,j+i,i + Ti+i.j-i.k + 47Y)_i,:,-,J: 

+ Ti+Ui+Uk} (10) 

T h e e v a l u a t i o n of t h e s e c o n d t e r m in e q u a t i o n (1) involves in

t e g r a t i o n n o t on ly ove r t h e v o l u m e ( and t h e use of v a r i a t i o n wi th 

r e s p e c t t o t h e n o d a l t e m p e r a t u r e Tt,j,k+i) b u t also ove r t h e t ime 

s t e p d u e t o t h e a d d i t i o n a l convo lu t i on s y m b o l . T o w a r d this 

goal , a l inea r n o d a l p o i n t t e m p e r a t u r e v a r i a t i o n is a s s u m e d wi th in 

e a c h t i m e s t e p . T h e final express ion for t h e en t i r e second t e rm 

b e c o m e s 

KM , 
~ „ {[T{-i,j-i,h+i + Ti-\,j,k+i + Ti-i,j+i,k+i + r j . j - i . i+ i 

o 

— oTi,j,k+l + -f w+l.JH-l + ^Vl-W-l.i+l + Tl+i,jtk+l 

+ 1 <+i.y+i.t+iJ + Ti-i,j,k + TJ_I ,J-+I ,J , 

+ Tt,j-i,k —• 8Tij,k + Ti,j+l,k + Ti+u-i,k + Tt+i,j,k 

T; i+l.J+li*J (11) 

Difference Expression 
S u m m i n g t h e p r e v i o u s re su l t s of all t h r e e t e r m s p r o d u c e s the 

finite-element difference express ion for an i n t e r n a l p o r t i o n of the 

sol id b o d y . D i v i d i n g t h r o u g h o u t by pCp a n d genera l iz ing the 

re su l t s for a r b i t r a r y spa t i a l s t e p size A L i n s t e a d of u n i t s t e p size 

p r o v i d e s t h e fol lowing r e su l t : 

ATi-uj~i,k+i + BTi-i,j,k+i + ATt-i,j+i,k+1 + BTi,j-i,k+i 

+ ATi+l + BTi+l 

+ ATi+ij+i,k+i = DTi-i,j-i,k + ETi-ltj,k + DTi-\,j+i,h 

+ BTi,j-i,k + FTt,j,ic + ETtj+1,k + DTi+i,j-i,k + ETt+i,j,k 

+ DTi+u+1\ (12) 

w h e r e 

A ~ 36 ~ 3 

D = h - i 
36 3 

E 
9 3 

- + -e 
I 3 

„ 4 8 

9 3 

KM 
(13) 

2pCpAL 
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This is the first time such a finite-element difference expression 
is derived or mentioned in the literature for two-dimensional 
problems. 

Ordinary Finite-Difference Expressions 
The governing equation of heat conduction in a two-dimen

sional body with constant material properties is 

2 &T 

3 dt 

2 JT 
3pC 5 v( ctes + 

&2r\ 
(14) 

Rewriting the first derivative in a finite-difference form, the 
governing equation (14) becomes 

Ti.i.b+i 

2 pGv 

+ (15) 

where </> = 0, explicit scheme, and 0 < </> < 2/3, implicit scheme. 
Numerous difference formulae can be formulated for first- and 

second-order derivatives, and also for the Laplacian term, de
pending upon the number of nodes available for taking a deriva
tive and also on the weights of the data at those nodes. Several 
difference formulae can be constructed for first- and second-order 
derivatives by expansion of the function in Taylor's series and 
the use of an elimination process. The Laplacian term is evalu
ated by use of the central difference formulae for the second-order 
derivatives. Several difference schemes for the Laplacian term 
derived by use of well-known techniques are given below: 

5-Point Differences 

Tj-i,j -\- Tj,j-i -f- Tj,j+i + Tj+1,j — 4:Tt,j 

(AL)2 

Ti-i,j-i -f- Tj-i.j+i -f- Tj+i,j-i -f- Tj+i,,-+i — ¥LI,J 

2(AL)2 

(16) 

(17) 

9-Point Differences 

(Ti-i,j-i + Ti-i,3- + Ti-i,j+i + Ti,j-i — 8Ti,j + 2f,/+i 

+ T «!„•-! + TWti + Tt+U+1)/(2AL*) (18) 

(2Vi./-i + VTi-ut + Tt-uj+i + 4T W _ 1 - 20Tt„- + 4r4,3-+1 

+ ? W - i + 4TW„- + 2\-+ w + 1) / (6A£ 2) (19) 

The subscript k is not used in these equations to indicate time. 
Appropriate additional subscripts should be introduced into these 
difference formulae before substitution in the appropriate terms 
of equation (14). The formulae above are constructed with equal 
spatial step sizes AL. Note that the famous Crank-Nicholson 
scheme can be obtained by setting the parameter <f> to one-third. 

Method of Weighted Residuals (Galerkin) 
The method of weighted residuals generalizes many approxi

mate methods of the solution of differential equations that are in 
use today. In the literature this technique is commonly called 
the error distribution principle. In the case of one-dimensional 
problems [7], the method of weighted residuals with a Dirac 
delta function as the weighting function (collocation method) 
yields a finite-difference expression; with a distribution function 
the same as the weighting function (Galerkin method), it yields 
a finite-element difference expression. By following the same 
line of attack, one can prove that the collocation method yields 
a finite-difference expression for two- and three-dimensional 
problems. In a more formal way [8, 9], variational principles 
proposed by several authors are all applications of the method of 
Weighted residuals. The Galerkin method is applied to the 

governing two-dimensional heat conduction equation in the rest 
of this section. 

The parameter <j> in equation (15) allows a weighted average of 
two second-order spatial derivatives at the two discrete times. 
The residual error due to approximations becomes 

„ , , J (&T d 2 2 ' \ / 2 \ / d 2 2 ' b*T\ 

R(x, y = 0 ( T T + T T ) + U - * ) ( T7 + T7 ) 

— Ti.j.h 

2pCp' 

(20) 
At 

The objective of applying the method of weighted residuals is to 
minimize the error and to distribute it, with the help of a weight
ing function W (x, y), in such a manner that the net result will 
be zero, i.e., 

ffR{x,y)W(x,y)dxdy = 0 (21) 

The following temperature distribution function is assumed for 
region I in Fig. 1: 

T(x, y, t) = r1_1.y_ll, (-*^L) (J^ZJL\ 
\Xi - xi-ij \yj - yj-i/ 

+ T. (x ~ Xi~l \ (v~ v'~1 \ 
\Xi - Xi-J \yj - 2/j_i/ 

+ Ti,j-i,k 
Xi-l Vi 

V> Vi-i 

+ 2 W , (-*HiL) (l^VL±\ (22) 
\Xi - xi-i) \yj - yj-ij 

where Ti,j,u is a discrete temperature in both time and space. 
Similar temperature distribution functions can be formulated 

for the remaining regions [4]. The weighting functions (Fig. 1) 
are chosen to be coefficients of the discrete temperatures men
tioned above. Assuming the Laplacian term as constant at tha t 
time over all four elements and equal to a particular finite-
difference formula, equation (18), and substituting the residual 
temperature distributions and weighting functions into equation 
(21) yields 

-<4i2'<-i.j-ii*+i H" ^l^i-i.y.fc+i + J4.I2V-I,J+I„(;+I + BiTi,j-i,k+i 

+ CTi.j.i+i + BtTi, y+i,&-l-i - j - AiTi+i,j-i,ic+i ~f~ -Di-M-fi.y.ft+i 

+ AiTi+i,j+i,k+i = DiTi-i,j-i,h + EiTi-i,j,i, + DiTt-\,j+i,h 

+ EiTi,j-i,t, + FiTi,j,k + EiTf,j+i,ic + DiT-m,j-i,i, 

+ EiTt+i,j,k + DiTi+i,j+i,k (23) 

where 

36 9 9 

* ~ S - 8 ( I - * ) A 6l 3 KAt _ 3 

2 2pCvAU ~ 2 
(24) 

The objective of choosing a particular finite-difference formula 
for the Laplacian term in the foregoing analysis is to bring the 
difference expressions of the finite-element method, the finite-
difference method, and the method of weighted residuals into 
the same format. This has been achieved provided <f> is equal to 
one-third. However, the only difference that exists between the 
finite-element difference expression and the Galerkin difference 
expression is the proportionality constant between d and 0i. 
Otherwise, both are identical. 
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Fig. 2 Various stability criteria 

On the basis of the analysis carried out, the parameter </> is 
predicted to equal one-fourth for a three-dimensional problem 
(o < <f> < y o . 

Instead of assuming linear weighting functions in x and y, a 
power-law assumption (exponent I for x and y functions) yields 
the same relationship, equation (23), as Galerkin's method, but 
with different coefficients [4]. 

Stability Analysis 
For any chosen finite-increment (finite-difference or finite-

element) formula for a parabolic system with a fixed value of 
(K/pC^Atil/Ax1 + 1/Ay1), the effort required to calculate the 
solution for a given amount is proportional to the number of 
spatial nodal points raised to the power of three. The number of 
spatial points changes drastically for multidimensional problems. 
Therefore, stability, accuracy, and oscillation characteristics of 
two- and three-dimensional problems are essential for economical 
and practical reasons. 

The following boundary conditions are assumed to obtain the 
solution of difference equations derived above: 

T(0, y, 0 = 0 

oT 
— (x, b, t) = 0 — (a, y, t) 
oy ox 

T(x, 0,t) = 0 

oT 
(25) 

where a and 6 are arbitrary constants denoting the dimensions of 
the solid body. 

Assuming a product solution of the form 

Ti,j,k — XiYjTk (26) 

in equation (12) and using the method of separation of variables 
yields the following equations: 

Tk+i 
1 _ 
n Tk = 0 

Fy_i + CLnYj + r,-+l = 0 

(27) 

1 = F - anE + \maJ) - \mE 

P C — anB + \ma„A — \mB (28) 

and an and /3 are separation constants. 
Following [4, 7, 10], one may obtain the general solution of 

difference equation (12) by taking an = — 2 cos S„ and X,„ = 
— 2 cos i]m: 

Ti.j.i 

M ' N 

m = 0 B =0 G)" [Cm eos (jSn) + Cin sin (jS„)] 

X [C6m cos (it)m) + Cum sin (?'?;,„)] (29) 

Substitution of zero-temperature boundary conditions from 
equation (25) results in C3„ = 0 and C5m = 0. Substitution of 
adiabatic boundary conditions, i.e., YN-I = YN+I and XM~i = 
XM+i yields the following eigenvalues: 

S , = 
(2ra - 1)TT 

2JV 
Vvi = 

(2m - 1)TT 

2M 
(30) 

The complete solution of equations (12) and (25) is given by 

2n — 1JT^ 

2~ 

M N 

TM,k = YJ E C> 
m—1n—1 

i y . /s 
N 

X sm 
. / 2 m — l «7r\ 
m I I 

V M 2 / (31) 

Apparently, (\,») 2 and ( « » ) „ , = 2. Also, (1//3) must 
obviously be less than unity and greater than minus one for the 
numerical solution to remain stable; therefore 

1 

> 3 729 

Similar analysis can be performed on the method of weighted 
residuals difference expression equation (23). In this method, 
the stability requirement becomes: 

1 1 
> 3 ~~ 72ft > 3 -

_ 1 _ 

1089 

If the stability analysis given above is carried out on the finite-
difference equation, combination of equations (15) and (18), the 
stability requirement necessitates 

1 J^ 
> 3 ~ 8ft 

1 1 

129 

The results of the equations above are shown in Fig. 2. The 
finite-element method is more conservative than the finite-
difference method, but it is not as conservative as the method of 
weighted residuals (Galerkin). Identical results can be obtained 
even if the von Neumann stability analysis is applied on appro
priate difference equations. Dusinberre [11] in his stability 
criteria states that negative coefficients in the difference equation 
should be avoided to enforce stability. The coefficients A, B, and 
F or Ai, Bu and Fi can be negative. The following restrictions, 
respectively, are needed to keep F and Fi positive: 

1 . 2 

' > 3 189 

2 J _ 
> 3 ~ 18ft 

<t>> 
1 

279 

where 

For a finite-difference method, the Dusinberre stability require
ment becomes 

X4 

anB - anpE - C + 0F 

anA - a„/3D - B + 0E 
<t>> 2 J_ 

> 3 ~ 129 
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These results are also shown in Fig. 2. In general, the conclu
sions are the same as those obtained in the general or von Neu
mann stability analysis. However, in the finite-element and 
Galei'kin techniques, the general stability criteria are conserva
tive compared with Dusinberre's criteria for certain 8 ranges, 
whereas the opposite is true for the remaining 6's. 

Oscillation Characteristics 
The solution of the difference equations is unnecessary if only 

a stability analysis is desired. For example, the von Neumann 
stability analysis provides identical results with the general 
stability analysis mentioned above. One objective of obtaining 
the solution of the difference equations is to examine the oscilla
tion characteristics of the various methods that are under inves
tigation. 

Recall equation (31) and also the definition of f3 given in equa
tion (28). The inverse of (3 should be greater than zero to keep 
the numerical solution away from oscillation. Therefore, for the 
finite-element method, 

for the finite-difference method, 

2 
> 3 " 

1 

" 720 

residuals, 

2 

" 3 -

2 

" 3 -

2 
> 3 " 

2 

> 3 -

1 

' 72ft 

1 

1080 

1 

8ft 

1 

120 

These results are shown in Fig. 3. The conclusions for non-
oscillation of the numerical results are similar to those conclu
sions for stability criteria and, therefore, require no further com
ment. 

Conclusions 
The literature on the application of the finite-element method 

to transient heat-conduction problems arouses great interest be
cause of provisions for arbitrary geometry, or thotopic materials, 
and arbitrary boundary conditions. But disadvantages are ap
parent because of the requirements for larger computational 
times and greater core storage. Therefore, of these solution tech
niques, the one that will eventually be used will be selected after 
consideration of the advantages and disadvantages of various 
applications to the problems. 

The transient two-dimensional finite-element difference ex
pression is derived and mentioned in the literature for the first 
time. The finite-difference formulae for the Laplacian term 
were also derived. A particular 9-point finite-difference formula 
for the Laplacian term was chosen to bring the difference expres
sions of the finite-element, the finite-difference, and the weighted-
I'esiduals (Galei'kin) methods into the same format. The stability 
criteria were established for all three methods by use of the gen
eral stability, the von Neumann, and the Dusinberre methods. 
The oscillation characteristics were derived for all three tech
niques. The finite-element method is more conservative than 

0.3 
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G.M. 

/ /F .E. 

/ 

/ 

NO OSCILLATION 

/ F . O . 

OSCILLATION 

0.2 0.4 0.6 
6 

0.8 1.0 

Fig. 3 Various oscillation criteria 

the finite-difference method, but not as conservative as the Galei'
kin method in both stability and nonoscillation characteristics. 

The use of the numerical scheme by the finite-element method 
allows not only for arbitrary geometry, initial conditions, ma
terial properties, and linear boundary conditions but also for 
nonlinear boundary conditions (radiation). Further information 
about nonlinear boundary conditions and applications to practical 
examples is available elsewhere [4-6]. 
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The Effects of Vibration and Pulsation 
on Metal Removal by a Plasma Torch 
An experimental study has been carried out on the effects of workpiece, vibration and 
gas pulsations on metal removal rates using plasma jets. In the case of workpiece 
vibration, increases in removal rates of up to 30 percent were found, which can be ac
counted for in terms of capillary waves set up in the melt. The influence of pulsation of 
gas flow velocity and arc current at modulation levels of 10 percent was found to be 
negligible. A theoretical model has been developed which explains the results in terms 
of the development of resonance capillary waves in the molten metal and predicts the 
average depth of the layer of molten metal. 

Introduction 

IN KECENT YEARS there have been significant de
velopments in the use of plasma torches for the cutting of metals. 
The principal effort has been directed to producing nozzles with 
adequate lifetimes and to establishing the optimum cutting con
ditions for various gauges of material using a transferred torch. 
The present study, which is part of a larger program to increase 
plasma cutting speeds, is concerned with the use of vibration of 
the workpiece and pulsation of the plasma stream as means of in
creasing rates of melt removal. 

, Very little work seems to have been carried out on the use of 
vibration of a surface or pulsation of a heat transfer fluid as means 
of increasing heat transfer rates in situations like the present one 
in which melting is occurring. However, there have been various 
studies on the effect of pulsation of a fluid on heat transfer rates in 
exterior [1, 2] 1 and interior [3, 4] flow geometries and investiga
tions on the enhancement of heat transfer from a gas to a liquid 
whose surface is rippled [5]. These suggest tha t there might be 
some advantage in vising vibration and pulsation in the present 
case. 

Apparatus 
The experimental system consisted basically of a plasma torch 

using argon as the working fluid, mounted above a 1-kw vibrator, 
Fig. 1. Argon entered the arc chamber with a tangential motion 
and left through the 3-mm-dia copper nozzle as a stream of 
plasma. 

The cathode consisted of a thoriated-tungsten insert brazed 
into a coaxial water-cooled holder. The arc was struck between 
this cathode and the sample, which acted as the anode. Samples 
of 25-mm-dia bright mild steel 25 mm in length were mounted on 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OP HEAT TKANSFEB. Manuscript 
received by the Heat Transfer Division April 24, 1972. Paper No. 
73-HT-C. 

Wrier in 

•Water out 

Negative power lead 

Plasma % 
torch 

Vibrator / 
system > 

Ftositive, . 
power lead 

Fig. 1 General arrangement of the plasma torch and vibrator 

the vibrator and were oscillated in a direction perpendicular to 
the impinging plasma jet. 

The equipment used to vibrate the mild-steel samples was 
capable of operating from 5 Hz to 3 kHz, tests being confined to 
a range of 10 Hz to 100 Hz. The samples were mounted in a cup 
attached to the armature of the vibrator. Flexible copper-braid 
current leads to the cup were attached symmetrically to its base, 
the armature thereby being allowed to vibrate with a minimum of 
constraint. The power amplifier driving the vibrator was con
trolled by means of an audio oscillator which had a variable volt
age output, thus enabling the vibrating amplitude of the sample 
to be varied. 
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pjg. 2 Schematic of the electrical connections to the plasma torch 

Using an accelerometer mounted on the vibrator shaft, ac
celeration, velocity, and distance of travel of the vibrator arma
ture could be determined. 

Power to the plasma torch was obtained from two d-c welding 
power supplies connected in series output, Fig. 2, each capable of 
an output of 20 kw. A low-inductance coaxial milliohm resistor 
was connected in series with the arc power supply on the positive 
(ground) side. This resistor permitted monitoring the in
stantaneous current and also supplied a voltage signal propor
tional to current that was used for monitoring power. Instan
taneous and average power were measured using a "quarter-
square" multiplying circuit and integrator. 

The arc was initiated by a high-voltage radiofrequency dis
charge within the nozzle of the plasma torch. A resistor was 
connected from the nozzle to the anode via a contactor, permit
ting the plasma torch arc to be initiated in the nontransferred 
mode. A voltage monitoring unit was used to sense the drop in 
voltage as the arc struck and then removed the resistor from the 
circuit, thus allowing the arc to transfer through the nozzle and 
attach to the anode. 

A timing circuit was used to initiate the startup sequence, con
trol the duration of the burning of the .sample, and switch off the 
arc after the preset time. 

Experimental Procedure and Results 
The experiments consisted of vibrating weighed and numbered 

cylindrical samples of degreased bright mild steel (25 mm in 
diameter, 25 mm long, and weighing about 100 gm) directly below 

= 20 

0-U8 Litres/ sec argon 
o-LO • ' 
A-1.2 • • 

A/7 

20 
ifecuencvlHzf 

Fig. 3 Percentage change in metal removal rate as a function of vibrator 
frequency using a transferred are 

the nozzle of the plasma torch for predetermined burn times. A 
conical crater was formed within the sample, surrounded by a 
collar of dross. 

The dross remaining on the surface of the sample was removed 
before re-weighing. The amount of material removed was de
termined by difference. The arc power, burn time, voltage, and 
current were recorded. This procedure was carried out for a 
series of samples with and without vibration and for a range of 
frequencies at constant peak-to-peak amplitude (2.5 mm) for a 
range of argon gas flows to the torch. 

All the experimental results have been plotted and are ex
pressed as a function of improvement Q versus the frequency / of 
the shaker, where O is defined as 

material removed per kw per sec with vibration „ 
£- t y 1 0 0 ^ 

material removed per kw per sec without vibration 
The data obtained from the transferred torch are shown in 

Fig. 3. Each point on the graph is the average of three samples, 
burnt at constant vibration displacement of 2.5-mm peak-^peak 
amplitude. The argon gas pressure in the torch was held constant 
at 3 atm absolute. The distance between the nozzle and the 
sample at the midpoint of the vibration was 7 mm. 

Samples corresponding to the above minimum and maximum 
metal removal rates were potted in epoxy resin for ease of 
handling, cut along the major axis of the craters, and then ground 
and polished, Fig. 4. This enabled pertinent data to be obtained 
such as crater depth and shape. 

-Nomenclature-

Cp.l 

mi 

1 

= mean specific heat of liquid, 
J -kg - ' - (degC) - 1 

= mean specific heat of solid, J-
k g - 1 - ( d e g C ) - 1 

= depth of model crater, m 
= frequency of ripples, Hz 
= component of gravitational ac

celeration normal to liquid sur
face, m-sec - 2 

= mean depth of molten metal, m 
= mean thermal conductivity of 

liquid, w-m - 1-(deg C ) - 1 

= mean thermal conductivity of 
solid, w-m - 1-(deg C ) - 1 

= mean length of molten surface in 
crater, m 

= final length of molten surface in 
crater, m 

= mass of sample, kg 
= mass of sample removed, kg 
= heat flux in x direction, J-m~2-

s e c - 1 

r 
h 
h 
u 

Vl 

A 
H 

H,,„, 

L 

P 

mean base radius of crater, m Qm — 
initial heating time of sample, sec 
cutting time of sample, sec Qs = 
wave velocity, m-sec - 1 

velocity of propagation of solid- V„ = 
liquid interface into solid, m- a = 
s e c - 1 y = 

velocity of propagation of solid-
liquid interface into liquid, m- rj = 
s e c - 1 

surface area of crater, m2 6b = 
enthalpy per unit mass, J - k g - 1 

enthalpy of solid metal unit mass 8/ = 
at temperature 8, J - k g - 1 

enthalpy of solid metal per unit 8m = 
mass at temperature dm, J~kg - 1 do = 

enthalpy of liquid metal per unit 
mass at temperature 6m, J - k g - 1 

enthalpy of liquid metal per unit dr = 
mass at temperature 8b, J - k g - 1 4> = 

latent heat of fusion of metal, J- X = 
kg" 1 p, = 

total electrical power, w Pi = 

heat removed by melt, above d0 

datum, J 
heat remaining in sample at end 

of cutting period, J 
crater volume, m3 

semi-angle of model crater, rad 
surface tension of liquid metal, 

N - m - 1 

overall efficiency of energy trans
fer of plasma stream 

boiling point of molten metal, deg 
C 

temperature of molten metal, deg 
C 

melting point of metal, deg C 
mean metal temperature at com

mencement of metal removal, 
degC 

room temperature, deg C 
semi-angle of cone 
ripple wavelength, m 
density of solid, kg -m - 3 

density of liquid, kg -m - 3 
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(0) vibration frequoncy =0 Hz

(1)) vibration frequency =50 Hz

(4)

(3)A = lin

[
271"A (n)3 g' (n)J (n)f2 = --;;;- l + 271" I tanh 271" l h

Therefore, if

then n = 1/2, 1, P/2, 2, ..., for resonance and n = 3/" P/., P/"
21/., ..., for the maximum antiresonant mismatch.

Substitution of equations (2) and (3) into equation (1) yields

Fig. 5 High.speed cinematography of transferred arc with and witholll I
vibration of sample

Fig. 4 Photograph of a cross seelion of a crater after polishing, X 6
magniflcation

In addition to experiments on vibration, tests were also carried
out on the effect of gas pulsation and arc current oscillation. In
spite of modulations of the order of 10 percent on both the gas
flow and the current, no effects on metal removal or heat transfer
rates to a calorimetel' were detected, i.e., any effect was less than
about 2 percent.

Discussion
Figure 3 shows repeated peaks and troughs that are charac

teristic of a resonance -phenomenon. In view of the lack of any
effect of gas pulsation, it seems that any resonances that in
fluence the metal removal rates are more likely to be associated
with waves set up in the melt on the surface of the sample than
with phenomena in the plasma. Corroboration of this point of
view is obtained from high-speed photography, taken for the
cases where metal removal rates are at a maximum and a mini
mum, i.e., corresponding to peaks and troughs in Fig. 3. These
show the molten metal on the surface of the sample exhibiting a
definite pulsation in which the molten pools grow to a globular
form and then neck to form a droplet which is then expelled.
This effect was very noticeable at the peaks, shown in Fig. 3, but
much less prominent at the corresponding troughs on the curve.
Selected frames are shown, Fig. 5, from the high-speed cinema
tography for the case of no vibration and near the maximum peak
for a gas flow of 1.0 l/sec at 50 Hz. At 50 Hz the formation of
waves around the crater is clem;ly shown.

(1)

Method of Calculation
The occurrence of peaks and troughs in Fig. 3 can be closely

predicted in terms of waves set up in the layer of molten metal
within the crater. The generation of ripples on a shallow liquid
layer is governed by the Rayleigh wave equation [6J

2 (271"7 a'A) 271"hu = - + - tanh-
PIA 271" A

and

(2)

For resonant wave patterns to be set up in the molten metal
surface, the length of the molten material measured along the
surface must be an integral number of half-wavelengths since the
boundary must be a node.

Using equation (4), the frequencies for resonance and unti
resonance can be deduced knowing g', I, and h. The values of g
and I can be found directly by measurement of the sample ufter
burning. However, the determination of h, the liquid layer
thickness, requires a detailed examination of the heat transfer to
the molten surface; this is discussed next.

The general shape of the crater is shown in Fig. 4. For the
purpose of this analysis, the details of which are given in tho
Appendix, the shape is assumed to be conical, as shown ill Fig. 6.
The volume of the cone is made equal to the volume of melt re
moved, it~ base radius set equal to the mean radius of the base
of the actual crater, and its depth determined from the expression
for the volume of a cone. In practice, the difference between the
actual and the ideal geometries was very small.

In order to calculate the thickness of the liquid layer (see
Appendix), it was assumed that the interface between solid and
melt propagated normally to itself into the solid material at II
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Fig. 6 Grater parameters for theoretical model 

constant velocity »,, the crater maintaining its shape throughout. 

h = 
hi 

PsVsCp,l 
In 1 

Cp,l(fif ,) 
Gp,s\ym o) + LJ 

(5) 

Q, is determined from an overall heat balance, taking into ac
count the molten material removed from the sample. In carry
ing out the calculations it was necessary to assume a torch ef
ficiency of 65 percent [7], the value taken being based upon other 
experiments using the identical plasma torch under closely 
similar conditions. In practice the efficiency was found to vary 
very little over a wide range of operating conditions. 

The values of h were deduced for the peaks and troughs on the 
melt removal curve, Pig. 3, for the highest gas flows, i.e., for the 
highest rate of melt removal. Full details are given in the 
Appendix. 

In order to evaluate the frequency from equation (1), it is neces
sary to know the relevant component of gravitational accelera
tion, g', the wetted length, I, and the depth of liquid, h. The 
last of these was calculated as previously indicated. The com
ponent of gravitational acceleration normal to the surface, g', 
during cutting was equal to g sin </>. In the equation (1), the 
term in g' plays a relatively small role. 

In view of the impact of the plasma jet stream at the apex of 
the cone, it seems likely that only a node could exist there. 
Therefore, the appropriate wetted length was assumed to be the 
length of one side of the cone rather than the complete length 
from base to tip to base. 

A mean value of I was taken equal to the length of one side of 
the idealized conical, crater, Fig. 6, at the point where half the 
melt had been removed. 

Thus if V is the length of the side after the complete burn time, 

I 
3 \ / 2 

V = 0.4Z' 

Using these data, frequencies corresponding to peaks (n = -j-, 1, 
lij) and troughs (n = 1-1 1-f) were calculated; the values are 
compared with the experiment in Table 1. 

According to the theoiy, a peak should have occurred at 8 Hz 
and a trough at 14 Hz. Very few data were taken below 10 Hz; 
however, there is evidence of a small peak between 5 and 10 Hz. 
In order to normalize the frequencies to a common basis, the 
sets of experimental and calculated values of frequency for peaks 
and troughs were each divided through by the maximum fre
quency, / max, encountered in each set (this corresponded to a 

Table 1 Calculated versus experimentally derived values of frequency 
and frequency ratios at peaks and troughs (vibrated workpiece, trans
ferred arc) 

" /exP, Hz /00l0, Hz ( / / /max) e x p ( / / /max)„iD 

0.5 
0.75 
1.0 
1.25 
1.50 
1.75 

18 
27.5 
45.0 
60.0 

8.0 
14.0 
21.2 
33.2 
46.2 
61.8 

0.30 
0.46 
0.75 
1.00 

0.13 
0.23 
0.34 
0.54 
0.75 
1.00 

peak 
trough 
peak 
trough 
peak 
trough 

o Experimental values 
— Ideal values 

(Calculated 

Fig. 7 Graph of experimental and calculated frequency ratios at peaks 
and troughs 

iTemperatureCK) 

Solid-liquid interface 

q — -

x = -~> 
Solid 

V, 

^ / q — 

,. ., 

Free 
surface 

l 
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Fig. 8 Temperature versus position in the region of the solid-liquid 
interface 

trough). A graph of ( / / / max)oaic vs. ( / / / max)exp should be a 
straight line at 45 deg passing through the origin. Table 1 and 
Fig. 7 show an excellent agreement between theory and experi
ment and leave little doubt that the increases in melt removal 
observed result from ripples forming on the surface of the melt.. 

Conclusions 
Experiment has shown conclusively that vibration of a metal 

surface during cutting with a transferred arc leads to greatly in
creased metal removal rates (up to 30 percent in the present case), 
the increase being greatest at higher frequencies. A theory 
based upon waves set up in the molten region adequately ac
counts for the frequencies at which peaks and troughs occur in the 
experimental data. 

In practical cutting situations, the shape of the crater and the 
depth of liquid metal will be different from those of the present 
study. Obviously, therefore, the resonance curves and increases 
in mass removal obtained in the present work are only indicators 
for the practical cutting case and cannot be transferred directly. 

The use of pulsations in the gas flow and in the current to the 
arc, operating in the transferred mode, produced no detectable 
effects either in rates of heat transfer or of metal removal. This 
is presumably because it was not possible to couple a significant 
amount of vibrational energy into the molten layer by this 
means. The results are not without value, however, since in any 
practical plasma jet, both the current and gas flow are subjected 
to quite large and unspecified periodic fluctuations around the 
mean. The present experiments show that these are very un
likely to affect the cutting performance and need not be con
sidered as important parameters either when building a system or 
when comparing one system with another. 
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A P P E N D I X 

Calculation of Depth of Liquid Layer in Crater 
In order to carry out the mathematical analysis, certain linear

izing simplifications regarding the properties of mild steel are 
necessary. Thus the following mean values are taken over the 
whole temperature range: 

Property 

ki 

PJ 
h, 
y 
Cp,s 

L 

Mean value Reference 

4 1 . 8 w - m - 1 - ( d e g C ) - 1 [8] 
812.1 J -kg-Mdeg C ) " 1 [8] 

7800 kg-m- 3 • [9] 
7100 kg-m"3 [9] 

40.19 w-m-i-(deg C ) - 1 [9] 
1.8 N-m" 1 [10] 

669.0 J-kg-i-Cdeg C ) - 1 [9] 
1535 deg C [10] 
267 kJ-kg" 1 [9] 

The idealized temperature-enthalpy relationship can be written 
as, between do and dm 

Hs Hs. 

and between 6m and 6 '/, 

H Hi,m + Sp 

.(0 - e0) 

- em) 
= Hs,m + L + epJ(d - em) 

(41) 

(42) 

(43) 

The analysis is carried out on the assumption that the liquid 
layer in the crater is of constant depth throughout the cutting 
operation and that the interface between the solid and liquid 
propagates normally to itself at a fixed speed. This situation is 
characteristic of steady-state cutting with a uniform heat flux 
over the surface of the melt. For the sake of this analysis, the 
shape of the crater is taken to be that of a straight-sided cone, as 
shown in Fig. 6, the slanting face of which propagates perpen
dicularly to itself at vs with respect to the solid at the solid-liquid 

interface. The analysis is based on the assumption of one-dimen
sionality, the mathematical model analyzed being shown in Fi» 
8, where for convenience the coordinate system is chosen such that 
the interface is stationary and solid flows into it a t velocity v, and 
liquid flows out at velocity vi. 

Since the system is taken to be in the steady state while cutting 
is in progress, there is no accumulation of energy at any particular 
point, i.e., for both the solid and liquid phases. 

dx 

( dd \ 

{-kjrx
 + pvH) = 0 " * > 

-k 
dd_ 

dx 
pvH = q 

where q represents the heat flux in the x direction. 
Consider the liquid first 

. dd 
a = h — + pivi{HSim + L + cP,i(d - .)] 

(45) 

(46) 

After integration between the limits x = 0 and x = h, equation 
(46) becomes 

Hi 
In 

PlVlCp.l 

'pm[H„m + L + Cp,i{d{ - 6m)] - q~ 

P0>i[H.m L] - q 

Now consider the solid. From equation (45) 

q = — k, I —- I + psv„H, 

(47) 

(48) 

at x = — °°, (dd/dx) = 0, i.e., 

H, = H.,„ (49) 

and, in addition, mass conservation in the steady state gives 

p,v, = ptvi (410) 

Thus, from equations (48), (49), and (410), 

q = psVsH,,0 = piViHs,0 (411) 

Using the value for q from equation (411), the value for h can be 
found from equation (47), making use of the idealized tempera
ture-enthalpy relationship of Fig. 17 and equations (41) , (42), 
and (43 ) : 

h = %l In \l + Cpdd' ~ 6m) 

pwiCp,i |_ Cp,s(6m — do) + L_ 
(412) 

df and 6o must be evaluated by overall heat balances on the 
sample, the heating of which is divided into two phases. (It is 
clear that the value of df cannot exceed the boiling point of the 
molten steel.) 

Initially there is no melting, the plasma merely heating up the 
whole sample for a period of tu If the overall efficiency of energy 
transfer of the plasma stream is -q and P is the total electrical 
power, during the initial period the sample is raised from room 
temperature 6r to a mean temperature da given by 

niiSp,s 

(413) 

In practice k ^ 1.6 sec and dR = 0 deg C, i.e., for practical pur
poses 

a L 6 r ? - P 

miCp,, 
(414) 

At the end of the initial warming-up period, cutting begins and 
lasts for U sec. df can be deduced from a heat balance on the re-
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mainder of the sample left at the end of the cutting period, fo, and Qm = psVs[cp,s(6m — do) + L + cp,i(df — dm)] (419) 
the melt removed. The heat above the do datum remaining in 
w , , , , , - +1,„ „„++•„ „„„„ODO ;„ „;,„„, u„ Hence the total heat transferred from the plasma to the metal m 
tlie sample at the end of the cutting process is given by . . . ^ 
l u e r the period of cutting of duration U is given by 

p.cP„(d - e„)dx + f pi{cp,,(8 - dm) 
Jo > - < & . . 

Q s + Qm = ??Pfa (420) 

Cp,s\Pm '„)* , 11 / J -. r •> Thus equation (420) provides an expression for 6/ in terms of 
f known quantities. Substitution in equation (47) gives the final 

hi 

PtOlCp.l 
In 1 + 

expression for the depth of the liquid layer 

Cp.i •nPh — (dm — 0o)( —" + psvacp,s J — p s v s L I 

fAki ~\ 
[Cp„(dm - do) + L] h p3VsSp,l 

L"i J 

(421) 

h = _h_ 

Pi»5p,i 

In 1 + 

f „ (a 1.6VP\ (Ah , \ 1) 
cp,i t\Pk — I 9 . — I I h m2cp,3 I — mjj 

L \ miEp,a/ \ v / J ( 

r (n I.6IJP\ T " i r ^ 1 
C».s I 0>» I + L \\ + rwP.i 

L \ miCp.J J L v J 

(422) 

The temperature distributions in the solid and liquid follow 
directly from equation (45) . 

solid 

liquid 

6 - do = (8m - do) exp —-= (416) 

Cp.l 
[cPAdm - do) + L] exp 

(plV&p.lX SP,ix\ 

(417) 

Substituting for d from equations (416) and (417) into (415) 
followed by integration between the limits x = — <», d = do; 
x = 0, 6 = dm; x = L, d = 8/ yields 

Qs = 4 [ ( ^ ^ ) n. + ( ^ ^ ) JE(] (418) 

where w = vs = vi, the difference in these velocities being negligible 
in view of the small difference in liquid and solid densities, see 
equation (410). 

The energy carried away by the melt above the do datum is 
given by 

where do has been replaced using equation (414) and psVs is set 
equal to mj, the weight of material removed. The value of no is 
determined from equation (421) by setting h — 0 and represents 
the torch efficiency below which cutting cannot occur in the 
steady state. Thus 

Vo = 

(Ahs \ 
I \- m2cp,s I + 

r h (Ah, y 
|_ mi \vcp,3 J _ 

(423) 

At a particular value rjb, the value of d/ reaches the boiling point. 
Clearly, equation (422) is no longer valid for values of n > nb, 
in which case equation (412) must be used, setting dj equal to 
the boiling point and d being deduced as before from equations 
(413) or (414). 

The expressions developed above were used to evaluate the 
depth of liquid h for the peaks and troughs corresponding to the 
experiments carried out using the maximum gas flow in Fig. 3. 
The torch efficiency was taken as 65 percent, this value being de
termined by experiment using calorimetry. I ts value varied 
very little over a wide range of operation. The torch power was 
12.6 kw and the values of the various transport and thermody
namic properties used are quoted at the beginning of this Ap
pendix. 
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The Thermal Properties of Human 
Blood during the Freezing Process 
This paper presents calculations of the density, thermal conductivity, and entlwlpy of 
blood during the freezing process. The calculations are based upon the premise that 
blood freezes similarly to a mixture of fats, proteins, and sodium chloride in a water 
solution and freezes so that ice crystals align themselves with the direction of heat flow. 
The properties were checked by calculating the theoretical temperature-time history of 
blood freezing in a Teflon-coated stainless-steel tube and comparing the results with ex
periments. The agreement was within 10 percent over the entire ranges of temperature 
and time. Hence the derived thermal properties are concluded to be good approxima
tions to the real properties. 

Introduction 

IN OBDEB to fully understand the phenomena occur
ring during the freezing of blood for long-term preservation, a 
prediction of rates of freezing and of thawing is needed. A 
survey of the literature uncovered data on the properties of liquid 
blood but no data on the properties of blood during freezing or 
thawing. Hence, before heat transfer calculations of the freezing 
and the thawing of blood are accomplished, the properties must 
be evaluated. A model used to calculate the density, thermal 
conductivity, and enthalpy of freezing blood is presented in this 
paper. The specific heat is obtained from the enthalpy curve. 
The properties are calculated assuming a freezing process in 
blood that is similar to the freezing process of a sodium chloride-
water solution containing fat and protein solids. The blood com
ponents are assumed to align themselves in a direction parallel 
to the heat flow for the calculation of thermal conductivity, as 
was suggested by Poppendiek [ l ] . 1 These theoretical values of 
the properties are used to calculate the temperature distribution 
occurring during the freezing and thawing of blood inside of a 
small cylindrical tube. The heat transfer equation is solved 
utilizing a digital computer. The theoretical predictions of tem
perature-time histories are then compared with experimental 
data obtained during laboratory tests of freezing and thawing 
blood. 

Theory 
Human blood consists of formed elements and plasma. The 

formed elements are red blood cells, white blood cells, and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Washington, D. C , November 28-December 
2, 1971, of T H E AMEKICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division August 11, 1971; 
revised manuscript received May 10, 1972. Paper No. 71-WA/HT-
41. 

platelets. The largest formed element by volume, approxi
mately 43 percent, is the red blood cell. The red blood cell 
contains hemoglobin, carbonic anhydrase, and salts in a water 
solution. The plasma is primarily a solution of inorganic salts 
and proteins. However, when considering the evaluation of 
properties, the blood can be thought of as consisting of salts, pro
teins, fats, and water. The blood consists of approximately 80 
percent water by weight and 20 percent organic materials by 
weight. The actual composition used for the calculations of 
this paper are from [1]. Blood has an osmotic pressure equal 
to a water solution containing 0.9 gr of sodium chloride per 100 
ml (0.9 gr percent) of water. Thus a good model to use for cal
culating the change in properties during freezing of the liquid 
portion of the blood is to assume that the liquid portion of the 
blood freezes as a 0.9 gr percent sodium chloride-water solution 
and that the organic materials remain unchanged in their thermal 
properties. 

At a temperature —0.5 deg C, the freezing point of the plasma 
is reached. Then the water begins to freeze out as relatively pure 
ice, concentrating the salts, plasma proteins, and cells in the re
maining liquid water. This process continues until the eutectic 
temperature of the remaining liquid solution is reached. At the 
eutectic temperature, the water solidifies and the salts concen
trate until a solid solution of hydrated salts and ice forms [2]. 
Then the solid solution will continue to lower in temperature 
along with the solid ice and organic materials. 

Because the densities of the unfrozen solvent, solid ice, and or
ganic materials are not strongly temperature-dependent during 
freezing, the volume of the blood changes solely because the 
amount of ice increases and the amount of unfrozen solvent de
creases as the temperature is lowered from —0.5 deg C The 
weight of the unfrozen solvent is given by equation (1) and de
creases as C increases. 

WL WLO (1) 
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Fig. 1 Density of human blood (hematocrit of 0.43) 

The concentration of salt in the liquid water, C, depends on the 
temperature and is obtained from an equilibrium diagram. 
Hence WL depends on temperature. In a like manner, the 
amount of ice is given in equation (2) 

W, = WLO [•-t] (2) 

Thus the volume of blood VB is equal to the sum of the volumes of 
unfrozen solvent, ice, and organics. 

VB 

W/ 

Pf 

Wj, 

Pv 

WLO CO 

PL C 

WLO 

pi Ml 
and the density of the blood, ps, is given by 

PB 
W, + Wv 

VB 

WLO 

(3) 

(4) 

The density is assumed constant above —0.5 deg C. Between 
— 0.5 deg C and —21.2 deg C the density is calculated from equa
tions ( l )-(4) . The density below —21.2 deg C is assumed equal 
to the value calculated at —21.2 deg C. The density as a func
tion of temperature is shown in Fig. 1 and equals 1.057 gr/cm3 

[3] above — 0.5 deg C. The density exhibits its largest change in 
the temperature region of —0.5 deg C to —3.0 deg C because 
most of the liquid water changes to ice in that region. 

Since the specific heat of blood is 0.86 cal/gr-deg C, this indi
cates that blood consists of 20 percent by weight of material with 
a specific heat of 0.3 cal/gr-deg C and 80 percent by weight of 
water with a specific heat of 1.0 cal/gr-deg C. The specific heat 
of the organic material does not depend too strongly on tempera
ture and can be considered constant throughout the range of 
interest. The total energy required to reduce the temperature of 
the blood below the freezing point of water is equal to the sum of 
the changes in energy of the various components, including the 

-20 -15 -10 

TEMPERATURE ("CELSIUS) 

Fig. 2 Enthalpy of human blood (hematocrit of 0.43) 

heat of fusion of the additional ice formed between the tempera
ture steps. Again, assuming that the freezing of the liquid por
tion of the blood is similar to the freezing of a sodium chloride 
solution (with 0.9 gr of NaCl per 100 ml of solution of salts), 
then the enthalpy of the water solution of salts is obtained from 
an enthalpy salt concentration diagram for a mixture of NaCl 
and water [4]. One calculates the amount of unfrozen solvent 
remaining at a given temperature from equation (1) and thus 
obtains the amount of water frozen at tha t temperature. With 
this information, the enthalpy of the freezing blood is calculated 
as follows: 

IB 0.8 [(/, - Lf) (l - f} + IL 
C 

+ (0.2)(0.3)7T (5) 

This equation is valid only for —21.2 deg C < T < —0.5 deg C. 
The enthalpies are evaluated at temperature T with 0 deg C 

reference. Hence all the enthalpies are negative for negative 
temperature. Using equation (5), an enthalpy temperature curve 
is calculated as in Fig. 2. The specific heat, the temperature 
derivative of enthalpy, is constant above the freezing point of 
water, and hence the enthalpy temperature curve is linear. As 
the temperature decreases, the enthalpy sharply decreases due 
to the formation of ice. The figure shows a sharp drop in en
thalpy between —0.5 deg C and —3.0 deg C. The slope then 
moderates, indicating the heat of fusion has less effect on the 
enthalpy as the temperature gets colder than —3 deg C. At 
— 21.2 deg C the heat of fusion of the eutectic is liberated, causing 
a jump discontinuity in the enthalpy curve. The enthalpy curve 
is approximated by a series of straight lines for the computer 
calculation, yielding step changes in the specific heat. 

The thermal conductivity of blood is approximately 86 percent 
of the thermal conductivity of water and varies similarly with 
temperature [1]. Hence, for liquid blood, the 0.86 value of 
water at a given temperature is used. During the frozen state, 
the thermal conductivity is calculated. 

C = concentration of salt 
h = convective heat transfer coefficient, 

cal/sec-cmz-deg C 
I = enthalpy, cal/gr 
k = thermal conductivity, cal/cm-sec-

d e g C 
Lf = heat of fusion of ice, cal/gr 

Nu = Nusselt number 
Pr = Prandtl number 

r = radial coordinate, cm 
R — radius at a material interface, cm 

Re = Reynolds number 

T = temperature, deg C 
t = time, sec 

V = volume, cm3 

W = mass, gr 
P = density, gr/cm3 

y = specific heat, cal/gr-deg C 

Subscripts 

B = blood 
/ = fat 
I = ice 
L = liquid salt water 

0 

V 
ss 

T 
CO 

1 

2 

3 

= above the freezing regime 
= proteins 

= stainless steel 
= Teflon 
= isopentane temperature 

= interface between blood and stain

less-steel wall 
= interface between stainless steel 

and Teflon 

= interface between Teflon and iso
pentane 
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Fig. 3 Thermal conductivity of human blood (hematocrit of 0.43) 

If the ice crystals formed during freezing grow in a direction 
perpendicular to the tube walls so that heat is transferred along 
the ice crystals in a radial direction, then the constituents can be 
assumed to be laminae parallel to heat flow according to the 
method suggested by Poppendiek [1]. Recognizing again that 
the amount of ice is dependent upon the temperature as in the 
calculation of enthalpy, the thermal conductivity can be calcu
lated as follows: 

kfWf , hpWp , kLWL 

VBkB = 1 h 
Pi Pv PL + 

kjWr 

Pi 

kB = 

kfWs , k„Wv kLWLo Co , 
1 L. _ _L. 

Pf Pv PL C Pi \ C) 

Wf Wp Wm Co WL„ 

Pf Pv PL C pi M) 

(6) 

(7) 

The results of equation (7) are presented in Fig. 3. 
The sharp change in thermal conductivity at —0.5 deg C is 

due again to the rapid change from liquid water to ice in the 
blood. The jump discontinuity at —21.2 deg C is again due to 
the eutectic of salt water freezing. The value of the thermal 
conductivity is assumed constant below —21.2 deg C. 

Experimental Verification 
The properties were evaluated by comparing theoretical tem

perature-time histories with experimental temperature-t ime his
tories. Whole human blood was collected using standard blood-
bank procedures in ACD-NIH Formula A anticoagulant. Fresh 
blood with intact cells was frozen. The human blood that was 
tested had a hematocrit of 43 percent and a total hemoglobin of 
0.138 gr/ml. A small (0.1-mm-dia bead) thermocouple was in
serted into a tube and positioned to touch the wall. Because 
there was essentially only a point contact at the wall and because 
the thermocouple was immersed in the blood, the temperature 
indicated was the blood temperature. Because of the thermo
couple size, it indicated an average temperature in 12 percent of 
the tube diameter. The tube was sealed on the bottom with 
a silicone-rubber cap. The capillary tube filled with the blood 
and the thermocouple was frozen by manually immersing it into 
a stirred, temperature-controlled isopentane bath. Details of 
the technique and apparatus used for freezing are presented 
elsewhere [5]. 

The conduction equation [6] was numerically solved for the 
cylindrical tube utilizing the Crank-Nicholson finite-difference 
method of the CINDA computer program [7]. The initial tem
perature was the temperature recorded by the thermocouple. 
The ends of the tube were considered to be insulated. Move-
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Fig. 4 Temperature-time history of human blood freezing in a Teflon-
coated stainless-steel tube 

ment of the blood during freezing was ignored. The convective 
heat transfer coefficient h at the exterior cylindrical surface was 
considered constant and symmetric. Hence the transient con
duction equation was one-dimensional and in the radial direction. 
The value for h was calculated by assuming the tube was sub
merged in a uniformly flowing isopentane stream and was ob
tained from equation (8) [8]. 

Nu = 0.43 + 0.533 Re0-6 Pr»-; 

Thus the system of equations solved was 

bTB 
PBJB 

bt 
A A (rk

 bTB\ 
r br \ br / 

bTa 

dr 
= 0 at = 0 

KB ^ — "<ss ^ 

br or 
r = Ri 

Pssje: 
bT^ 

' bt r br \ ss br / 

bT,s bTt 
kas = kt — at r = Ri 

br br 

bTt 1 b I , bT\ 

- k, 
bTt 

br 
h[Tt at r = R3 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

The density pn was calculated from equation (4). The specific 
heat 7 s was calculated from the derivative of the enthalpy 
curve. The thermal conductivity kB was calculated from 
equation (7). The convection heat transfer coefficient h was 
calculated from equation (8). The value of h was held constant 
during the computer run. The properties of the stainless steel 
and the Teflon were from the open literature. 

The heat transfer coefficient was required to yield good agree
ment between the theoretical analysis and the experimental data 
in the supercooling region because the properties of liquid blood 
when no freezing has occurred are well known. The blood was 
divided into ten nodes of equal radial length for the computer 
calculation. Thus the nodes were ring-shaped except for the 
central one which was a solid cylinder. Each node was of uni
form temperature. A temperature gradient existed between the 
center of the tube and the tube's outside wall during cooling. 
Poppendiek's thermal conductivity model applied to this freezing 
case can be thought of as resulting in a thin sliver of ice appear
ing, during freezing, across the entire node in the heat transfer 
direction. The sliver increased in thickness perpendicular to the 
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heat transfer direction until all of the water was frozen in the 
node. Nodes at different radii changed phase at the same time. 
The values for the ninth node from the center were plotted in Pig. 
4 because the thermocouple indicated the temperature of that 
node. Actually, the temperature of the thermocouple was in
fluenced by nodes eight, nine, and ten, but the average of these 
three nodes was close to the temperature calculated by the com
puter for node nine. Additionally, a large portion of the thermo
couple was located in the space encompassed by node nine. 
Theoretical solutions were obtained for the two cases of super
cooling with no freezing and freezing with no supercooling. 

The results presented in Fig. 4 are for blood freezing inside of 
an 18-gauge (0.84-mm ID X 1.27-mm OD) stainless-steel tube 
25 cm long. These results were for a typical run. They were 
repeatable for many similar runs. The stainless-steel tube had 
a Teflon tube of 0.21-mm wall thickness tightly fitted over it. 
The Teflon was slipped over the stainless steel by lubricating the 
tubes with a small amount of silicone grease. In Fig. 4, the 
abscissa is the time in seconds after immersion of the tube into 
the isopentane bath. The ordinate is the temperature. The 
temperature is plotted to —40 deg C because the temperature 
gradually decreases to the bath temperature of —50 deg C. The 
experimental data (enclosed points) and the theory (solid and 
dashed lines) agree within 10 percent over the entire range. 
The supercooling portion of the curve describes the tempera
ture-time history before the onset of freezing. The theoretical 
calculations of freezing describe the temperature-time history 
during and after freezing. The largest deviation (10 percent) 
occurs in the temperature range of —4 deg C to —18 deg C and 
can be attributed to either the presence of supercooling or to a 
slight error in the derived thermal properties. The agreement at 
— 40 deg C is within a few percent, indicating that the heat trans
fer coefficient and the total amount of energy tranferred by the 
system are relatively accurate. All of the blood reaches a tem
perature of —40 deg C within 3 sec, plus or minus a few tenths, 
so position of the thermocouple would not be very critical for 
evaluating this time. Similar runs using glass, stainless steel, or 
Teflon tubes gave data that agreed within 20 percent of theoreti

cal. For these tubes, positioning of the thermocouple became 
critical because large thermal gradients existed in the tubes. 
The largest deviations occurred also in the temperature range 
— 4 deg C to —18 deg C, as was the case for the Teflon-coated 
stainless-steel tubes. 

Conclusions 
This paper presents calculations of the density, thermal con

ductivity, and enthalpy of blood during the freezing process. 
The calculations are based upon the premise that blood freezes 
similarly to a mixture of organic material and salt water, and 
freezes so that ice crystals align themselves with the direction of 
heat flow. The properties were checked by calculating the 
theoretical temperatm'e-time history of blood freezing in a 
Teflon-coated stainless-steel tube and comparing the results with 
experiments. The agreement was within 10 percent over the 
entire ranges of temperature and time. Hence the derived ther
mal properties are concluded to be good approximations to the 
real properties. 
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Thermal lapping, m Liquid Crystals, 
of the Temperature Field near a 
Heated Surgical Probe 
This paper discusses the use of heat for producing clinical lesions in tissue and presents 
the design and analysis of a resistively heated surgical probe. The probe surface 
temperature is accurately maintained and controlled by using a Wheatstone bridge. 
The probe was embedded in a clear agar-water test medium, and the temperature field, 
generated by the probe was measured with liquid crystals, a material that provides a-i 
visual display of certain isotherms. Experimental results compare within approxi-4 
mately 10 percent of a two-dimen 'inal numerical solution. A one-dimensional'i 
theoretical model is also developed w.^ch examines the influence of blood flow on the i 
temperature field. 

Introduction 

A VARIETY of surgical techniques are presently used 
to produce clinical lesions. , In addition to the familiar mechani
cal or "scalpel" method, surgical procedures employing chemical, 
ultrasonic, focused x-ray, radiation, and cooling and heating 
agencies are used to destroy discrete regions of tissue. Gengler 
[ l ] 1 presents a summary of the various methods, complete with 
the advantages and disadvantages of each. The choice of meth
ods depends largely on the nature of the clinical problem. 
Ideally, the surgeon desires a technique that possesses the follow
ing characteristics: (1) safety, (2) reversibility, (3) repro
ducibility, (4) sharp delimitation, (5) hemostasis, (6) flexibility, 
(7) simplicity, and (8) speed of application. At times it is not 
possible to meet all of the above surgical ideals. In such cases 
the choice of procedures is based largely on an optimization of 
the ideals, with safety being of paramount importance. 

This paper focuses on the use of heat as a lesion-producing 
agent. In particular, the design and analysis of a resistively 
heated surgical electrode, henceforth referred to as a probe, is 
presented. Tissue destruction is accomplished by using the 
probe as a heating element to raise the temperature of the surgical 
target above 55 deg C, the lethal thermal threshold for tissue 
[2]. The unique feature of this probe is that its surface tem
perature can be accurately measured and controlled by using a 
Wheatstone bridge. As a result, the temperature field in the 
medium surrounding the probe can be analytically predicted by 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOUBNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division February 25, 1972. Paper 
No. 73-HT-D. 

solving the heat equation prior to applying the probe. This is 
quite significant when one considers that the volume of tissue 
destroyed depends solely on the local tissue temperature. 

Temperature fields determined experimentally with the probe 
embedded in a 0.30 percent agar-99.7 percent water test medium 
compare within 10 percent of those predicted using the an
alytical model. A novel, relatively new temperature-sensing 
device was used in the experimental phase of the study. Liquid 
crystals, a material that changes color over a known and well-
defined temperature range, were employed to obtain a two-
dimensional visual display of the transient temperature field that 
developed around the probe. By using two separate orienta
tions of the liquid crystals, a three-dimensional picture of the 
temperature field was inferred. In addition to the highly de
sirable visual aspect of the liquid-crystal material, it also produces 
a minimum disturbance in the test medium. 

The influence of blood flow on lesion size was also investigated 
using an analytical model. The model indicates that blood flow 
has a minimum influence on the temperature field surrounding 
clinical-size probes (1 mm or less in radius). 

Summary of Surgical Heating Techniques 
Direct Current (dc) Method. Localized lesions have been pro

duced in tissue by applying a direct current between two elec
trodes. An active electrode is inserted into a predetermined 
location in the tissue, and an inactive electrode, or ground, is 
placed on some other par t of the body. The resistivity of the 
tissue causes electrical energy to be converted into heat, thus 
increasing the local tissue temperature. When the tissue tem
perature is raised above 55 deg C [2], the tissue is destroyed. 

Although small and discrete lesions can be produced by the 
dc method, it has several disadvantages. Direct current follows 
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the path of least resistivity and tends to have preferred paths in 
tissue, thus causing irregular lesions. Gas bubbles, a result of 
electrolysis, may form around the active electrode and block the 
flow of current. Herrero [4] states another disadvantage of the 
do method: "Animals with dc lesions usually had extensive 
s c a r tissue both around and infiltrated with the tissue." In 
addition, dc devices suffer from polarization, which can produce 
transients that stimulate muscle and nervous tissue [3]. Nerve 
stimulation does have one advantage: the probe placement 
can be checked by observing the patient 's reaction to the stimu
lating effect of the current. I t should further be noted that the 
dc method depends on both the thermal and electrical properties 
of the tissue. The thermal properties are known within an ac
curacy of approximately 5 percent [5, 6] and are relatively con
stant throughout the tissue. However, the electrical properties 
are not well known, are anisotropic, and tend to.vary with loca
tion. 

One advantage of the dc method is tha t the electrodes are 
small, approximately 2 mm or less in diameter. As such, the 
probe can be relatively painlessly inserted and removed and 
causes little damage to the surrounding tissue. 

In summary, although the dc method can produce localized 
lesions, the irregularity of the lesions, control difficulties, and 
possible side effects of the current greatly diminish its usefulness. 

Radio-Frequency (rf) Current Method. The radio-frequency tech
nique produces lesions in much the same way as the direct current 
method. A long, thin, needlelike probe emits low-power, con
tinuous-wave radio-frequency current. An indifferent electrode 
is placed on some other par t of the body and acts as a ground. 
As current is passed between the electrodes, the resistivity of the 
tissue causes electrical energy to be converted to tissue internal 
energy, thereby increasing the local tissue temperature. As in 
the dc method, lesions are a function of the tissue's thermal and 
electrical properties. 

Unlike direct current, rf current has no preferred path in tissue 
and no stimulating effect. However, since low-frequency alter
nating current does have a stimulating effect in tissue, the probe 
location can first be checked by passing low-frequency current 
between the electrodes and observing the patient's response. 

Brodkey et al. [7] discuss an alternate way of assuring proper 
probe location. They found that a temperature range of 40 to 
49 deg C reversibly blocks nervous function. The probe's posi
tion can be checked by observing the patient 's response when 
the local tissue temperature is brought into this reversible range. 
Like the dc electrode, the radio-frequency probe is small, can be 
relatively painlessly inserted and removed, and causes little 
damage to the surrounding tissue. 

The rf method does have several disadvantages. The local 
tissue temperature may exceed 100 deg C, causing boiling, gas 
formation, carbonization of the tissue, and adherence of coagulum 
to the probe [2]. Also, defects in the probe insulation have 
been known to cause irregular lesions along the probe track. 
However, these difficulties can be avoided by carefully controlling 
the various physical parameters used in the rf technique. 

In summary, the radio-frequency method can be used to pro
duce well-circumscribed lesions, and the probe location can be 
checked by two methods. However, as in the dc method, lesions 
are a function of both the thermal and electrical properties of 
the tissue. 

High-Resistance Heating Probe Method. In this method, a high-
resistance electrode is inserted into the tissue. Current is passed 
through the electrode and the resistance of the electrode causes 
the probe temperature to increase. Heat is conducted away 
from the probe into the surrounding tissue. A region of de
stroyed tissue is formed when the local tissue temperature is 
raised above approximately 55 deg C. 

Theoretically, there is less uncertainty in producing lesions 
purely by heating than there is in the direct current or radio-
frequency techniques. The dc method produces both thermal 
and electrolytic tissue destruction. As the lesion forms, it offers 
an increased resistance to the passage of current. Thus the 
parameters are changing as the lesion forms. The rf method 
minimizes electrolysis but still depends on the electrical and 
thermal properties of the tissue. The lesions formed with the 
high-resistance probe depend only on the tissue's thermal prop
erties. As such, the lesions are generally smaller than those 
produced by either the direct current or radio-frequency current 
methods. 

Since lesions formed using the resistance heating method de
pend only on the temperature field surrounding the probe, the 
surface temperature of the probe must be accurately measured 
and controlled. This has been one of the difficulties of previous 
resistance probe designs. Watkins [3] used a probe with a 
thermocouple placed in the tip. He found that the actual tem
perature of the probe could exceed the recorded temperature by 
several degrees if the thermocouple was not positioned carefully. 
Thermocouples placed in the surrounding tissue to record the 
temperature can distort the temperature field and give erroneous 
readings. 

Carpenter and Whittier [8] attempted to produce lesions in 
animals by using a heating electrode. Although their results 
were poor, they concluded that it was due to the crude instru
ments employed. They stated: " I t would seem profitable to 
explore this technique with a more finely perfected thermo
cautery." Gildenberg [9] conducted studies with a high-resis
tance heating electrode and a rf probe and found that the heating 
probe produced less variable lesions than the rf probe. 

In summary, a properly designed high-resistance heating probe 
can produce small, safe, and predictable lesions. The uncer
tainty is less than the radio-frequency or direct current methods, 
since tissue destruction depends only on the thermal properties of 
the tissue. 

Probe Design 
Various shaped heating electrodes were considered in the 

present studies. However, to facilitate the construction of the 
probe, a cylindrical design was chosen. In order to increase the 

-Nomenclature-

a = thermal diffusivity, cm2/sec 

c = specific heat, cal/gm-deg C 

Cb = specific heat of blood, cal/gm-deg 
C 

k = thermal conductivity, cal/cm-sec-
d e g C 

nib = blood flow rate, gm/cc-sec 
r = radial location, cm 

rc = radial location of Te isotherm, cm 
J'o = probe radius, cm 
t = time, sec 

T = temperature, deg C 

Tc = critical temperature, deg C 
T0 = initial temperature, deg C 
Tp = probe surface temperature, deg C 

p = density, gm/cm 3 

u = dummy variable of integration 
x = axial location, cm 
B = nondimensional radius, r/r0 

Rc = nondimensional critical radius, rc/ 
TO 

8 = nondimensional temperature, {T 
- T0)/(TP - T0) 

6c = nondimensional critical tempera
ture, (Tc - T„)/(TP - T0) 

T = Fourier number (crf/ro2), nondi
mensional 

/3 = blood flow parameter (rhcbr^/h), 
nondimensional 

X = nondimensional axial location, x/r0 

Jo = zero-order Bessel function of first 
kind 

Yo = zero-order Bessel function of sec
ond kind 

Kit = zero-order modified Bessel function 
of first kind 

Co = defined by equation (4) 
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Fig. 1 Overall view of the experimental utup showing the null meter,
Wheatstone bridge, power supply, cylindricallesl cell partially fliled with
gel, and timer; the liquid-crystal sheet can be seen on close inspeclion of
the surface of the gel

extent of the temperature field in the experimental test medium,
thus increasing the accuracy of the experimental data, the probe
was made approximately four times larger than an actual surgical
electrode.

The probe was constructed from 4-mm glass tubing wrapped
tightly with resistance wire over a length of 40 mm. The re
sistance wire, a 30 percent Fe-70 percent Ni alloy, was 0.00275
in. in diameter and exhibited an electrical resistivity of 19.9
/lohm-cm-1 and a temperature coefficient of 0.0045 ohm-ohm- 1

deg 0-1. A unique feature of the probe is that the resistance
wire served not only as a resistance heater but also as a resistance
thermometer. By impressing a known resistance across the
length of resistance wire, the probe was forced to come to a tem
perature consistent with the resistance. By placing the re
sistance wire in one arm of a Wheatstone bridge, accurate surface
temperature control was maintained [10j.

In an actual surgical application, the probe would be inserted
in a diseased region of tissue, activated, and used to raise the
local tissue temperature above 55 deg 0, the lethal level.

Liquid Crystals
Background. In the studies described here, Rochrome liquid

crystal tapes manufactured by the Hoffman-LaRoche Co. were
used as the temperature-sensing agents. The crystals are coated
on a mylar substratum with an absorptive black background and
an adhesive backing. The overall thickness is approximately
0.005 in. The most striking feature of the material is that it
exhibits brilliant changes in color with small changes in tem
perature. The temperature-color relationship is stable and
reappears whenever the material passes through the appropriate
temperature range. The property which is the basis of the color
change is circular dichroism. An incident beam of unpolarized
light, on striking the material, is split into two components hav
ing electrical vectors rotated in opposite directions. One
component is transmitted and the other is scattered. The
scattered light normally has a wavelength peak which occurs in
the visible region of the spectrum. Temperature changes in
the crystals disturb intermolecular forces and cause a shift in
molecular structure resulting in a shift in wavelength of the
scattered light and, hence, in a color change. This color change
is unique for specific temperatures. A quantitative measurement
of temperature is possible within an accuracy of 0.1 deg 0 or
finer if appropriate calibration techniques are employed. Ferga
son [11-13], in a series of articles, presents excellent discussions
on the chemistry, varieties, properties, uses, and limitations of
liquid crystals.

Calibration Technique. In the present studies a Rosemount con
stant-temperature bath, capable of establishing and maintaining
temperatures to within ±0.01 deg 0 accuracy, was used to cali
brate the crystals. The human eye was used to determine color.
Particular attention was given to the temperature corresponding
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to the onset of red, since this was the color used as a standard
in our experiments.

The liquid-crystal material to be calibrated was sandwiched
between two clear microscope slides. The composite was then
completely sealed with a clear waterproofing agent. In a typiCal
calibration run, the waterproofed liquid-crystal Hystern Wall
placed in the constant-temperature water bath. The tempera_
ture of the bath was then slowly raised until the event. tempera_
ture of the liquid crystal had been reached. By carefully adjust
ing the bath temperature, an accurate measure of the event
temperature corresponding first to red, then to green, and finally
to blue was made. No attempt was made to determine shades
of red, green, or blue. It is estimated that temperature was
correlated with color to an accuracy of ± 0.1 deg C. It should
be noted that the observer who calibrated the crystals also made
all determinations of color during the actual experimen tal runs.

Experimental Procedure
Two clear Plexiglas test cells were used to study the three

dimensional temperature field produced by the probe. A hollow
cylindrical container 5 in. in diameter and 4 in. deep was IIsed
to observe the radial temperature distribution. A removable
ring inserted around the inner perimeter of the cylindrical cell
supported the liquid-crystal tape. The tape was at.tachcd to a
thin (0.003 in.) sheet of clear mylar stretched acrOHH the ring.
The final arrangement looked much like a tambourine with a
small hole (to accommodate the probe) in the center. The probe
was inserted through the bottom of the cell and was held in place
by a bushing that allowed the height of the probe to he adjusted.
See Fig. 1 for a view of the cylindrical test cell and the experi
mental setup.

The second cell, a rectangular container 46/ 8 X 5' / 2 X (j in"
was used to observe the axial temperature field near the probe.
The probe was inserted through the side of the container. A re
movable bracket held the liquid-crystal tape lengthwiHe along the
probe.

To insure that the container walls would not distort the tem
perature field produced by the probe, both containerH were con
structed with dimensions large compared to the probe. Further,
since the liquid-crystal-mylar composite was only O.OOH in. in
thickness, was situated in parallel with the test medium, and
had thermal properties similar to water, the arrangement pro
duced no appreciable temperature perturbations.

The test cells were filled with a clear 0.3 percent agar-·-09.7 per
cent water gel-like test medium for the experimental runH. In a
typical test in the cylindrical cell, the probe was positioned so
that there was an equal length of probe above and below the
liquid-crystal tape. The probe was covered with the p;el-like
test medium so that the top of the probe was at leaHt five probe
diameters below the gel surface.

Rochrome liquid-crystal tape, lot no. AS-70-36, was used to
observe the temperature field produced by the probe. This
particular tape had the following temperature-to-color relation
ship: 29.9 deg O-red, 31.5 deg O-green, 34.2 deg G··blue.

In conducting an experimental run, the probe surface tem
perature was stepped from an initial temperature of approxi
mately 23.5 deg 0 to a final value of 48.5 deg O. Probe tem
perature control was maintained via a Wheatstone bridge, power
supply, and null-meter system. Approximately 10 sec were
required to bring the probe to its final set point.

Photographs of the isotherms displayed on the liquid-crystal
sheet surrounding the probe were taken at various intervals of
time using a Graflex 4 X 5 press camera fitted with a Polaroid
Land film holder. Polaroid 4 X 5 Land film, type 57, 3000 speed,
was used. The lowest temperature isotherm visually displayed
by the liquid crystals was red in color and corresponded to a
temperature of 29.9 deg C. A nondimensional temperature, re
fen'ed to as the critical temperature, ee, was defined as Be = (1',
- To)/(Tp - To), where T c is the temperature corresponding
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Fig. 2 Influence of blood flow on the radial movement of the Be = 0 .50 
isotherm; results shown were obtained by numerical solution of equation 

(3) 

to the red color band (29.9 deg C), To is the initial medium 
temperature (23.5 deg C), and Tv is the probe surface temper
ature (48.5 deg C). Similarly, a nondimensional critical radius 
Rc corresponding to the radial location of the 9C isotherm was 
defined as Rc = r0/r<t, where rc is the radial location of the 29.9 
deg C isotherm and r0 is the probe radius. Values of R„ versus 
nondimensional time T were determined from the photographs 
of the liquid-crystal sheet. Here, r is the classical Fourier 
modulus, at/n2, where a is the test-medium thermal diffusivity 
and t is time. 

In practice, a surgeon would be interested in following the 
radial movement of the 55 deg C isotherm produced by a probe 
which might have a surface temperature, say, of 90 deg C. The 
lesion, or region of destroyed tissue, would encompass all tissue 
between the 55 deg C isotherm and the probe surface. 

Analysis 
Two models were considered in analyzing the heat transfer 

process that takes place between the probe and its surroundings. 
The first model treats one-dimensional heat flow from a constant-
temperature, infinitely long cylinder of radius ?v into a constant-
property infinite medium perfused with isotropic capillary flow. 
The second model treats two-dimensional heat flow from a 
cylinder, heated only over a finite length, into a constant-prop
erty infinite medium. 

One-Dimensional Model. In order to gain a feeling for the influ
ence of blood flow on the temperature field produced by the 
probe, a one-dimensional radial heat flow model of the probe was 
developed. This model treated the probe as being an infinite 
cylinder of radius r<> maintained at a constant temperature Tv. 
The medium surrounding the probe was assumed to be homo
geneous and infinite in extent, to be initially at a uniform tem
perature To, and to possess constant thermal properties. Fur
ther, the medium was assumed to be perfused with capillary flow 
with a mass flow rate per unit volume of mj, a specific heat c&, 
and a temperature To. In addition to the normal conductive 
and internal energy terms that appear in the classical one-dimen
sional, constant-property heat equation, one must also account 
for convective effects due to the capillary flow. In the absence 
of information on the directionality of the flow, Pennes [14] 
suggests that the heat equation takes the form (see Nomenclature 
for complete definition of terms) 

3Q0R 

20.0R 

•14.0R 

QOR 

23.0 21.0 19.0 17.0 15.0 12.5 10.5 S 3 7.0 5.0 3.0 1.0r0 
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Fig. 3 Nodal network used in solving for the two-dimensional transient 
temperature field surrounding the heating probe 

dr) 

dr 

5T 
— mbct,(T — To) = pc —7 

ot 
(1) 

The boundary and initial conditions are 

T = Tp a t r = r„ 

T ->- 7'0 as r -> <» 

T = To at t = 0, r > r0 

Equation (1) and its boundary and initial conditions may be 
normalized by introducing the following set of quantities: 

T - To 

Tv — To 

r 
R = — 

To 

at 
P = 

mitCbV 

When these quantities are substituted into equation (1), it takes 
the form 

(2) 

ith boundary 

R 

conditions 

e = i 
8-+0 

e = o 

R*R) 
dR 

at R 

as R 

at r 

- 06 = 

= 1 

— > • C O 

50 

~ d r 

= 0, R > 1 

Equation (2) was solved using the Laplace transformation 
technique [10] and the following solution was obtained: 

_ Kt(VpR) _2_ f" 

KM) * Jo 
e TU2CQ(U, Ru)du 

lu + P/u)UoKu) + Y0*(u)\ 

where 

C(u, R) = Jo{u)Yo{uR) - J0(uR)Yo(u) 

(3) 

(4) 

Jo, Fo, and K0 are Bessel functions, and u is a dummy variable of 
integration. Values of 6 versus R, r, and /3 were generated by 
using Simpson's rule on equation (3). Complete results can be 
found in [10]. 

Figure 2 depicts the effect of blood flow on the location of a 
particular isotherm. In this case, attention is focused on the 
isotherm corresponding to a nondimensional temperature of 6C = 
0.50. Note that blood flow may have a drastic influence on the 
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.=0 T. = 1.0

J T =3.0 T = 5.0

Fig. 4 Liquid.crystal display of the midplane radial temperature fleld near the surgical probe 01 various
nondimensional times T

temperature field. Of particular interest is the influence that
blood flow would have on the field surrounding a typical surgical
probe, Such a probe would in all probability llave a diameter of
1 mm or less. As an illustration, assume that a I-mm probe is
to be used in brain tissue. Brain tissue has the following proper
ties: thermal conductivity, 1.26 X 10-3 cal/cm-sec-deg 0;
density, 1.05 gm/cc; specific rate, 0.88 cal/gm-deg 0; thermal
diffusivity, 1.36 X 10-3 cm'/sec [5]; and blood flow rate, 8 X
10-3 gm/cc-sec [15]. Using these values, (3 is calculated to be
0.016. From Fig. 2 it is 'noted that for this value of (3 the in
fluence of the blood flow is minimal, at least until large values of
time. As can be seen by examining the definition of the blood
flow parameter (3, large probes will experience much larger blood
flow effects than small probes, since (3 varies as the probe di
ameter squared.

Two-Dimensional Model. The one-dimensional model assumed
that the probe was infinite in extent. An actual surgical probe,
however, consists of a constant-temperature section of finite
length attached to an unheated cylindrical stem. If the length
to-diameter ratio of the heated section is small, end effects will
destroy the one-dimensionality of the heat flow process and the
problem will become two-dimensional. The prototype probe
under consideration had a heated section with a length-to
diameter ratio of 10. To study the two-dimensional transient
temperature field produced by this probe, a digital computer
program, with the code name TRUMP [16], was used. The
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nodal network used in the study is shown in Fig. 3. Due to
symmetry it was necessary to generate information for ollly one
half of the field. Input was supplied to the program ill a form
which yielded results in nondimensional form. The probe sur
face was given a constant temperature over the length 0 S X ~

10 and was treated as thermally insulated over 10 S X S 24.
The dimensions of the nodal network were chosen large enough
so that the boundary conditions at R = 30 and X = 24.0 did
not affect the temperature field during the transient period.
The network therefore simulated an "infinite" field. Blood flow
effects were not considered in the two-dimensional study.

Results
Figure 4 shows typical experimentally determined radial

temperature-time histories at the probe midplane, as displayed
by the liquid-crystal material, while Fig. 5 shows typical axial
histories. Although color is not shown in these figlll'es, the
29.9 deg 0, 31.5 deg 0, and 34.2 deg 0 color bands (red, green,
and blue respectively) are clearly evident in color photos. The
liquid crystals not only produce a highly desirable visual display
of the temperature field surrounding the probe but also yicld an
accurate means of quantitatively locating various isotherms.
Thermocouples and thermistors are extremely difficult to posi
tion accurately in applications similar to the one discussed here
and, further, give only pointwise information.
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Fig. 5 liquid.crystal display of the axial temperature fleld near the surgical probe at various nondi
mensional times 'T

Fig. 6 Comparison of experimentally determined midplane values of
the critical radius Re versus time 'T with results obtained from the two
dimensional numerical solution
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Fig. 7 Comparison of experimentally determined axial values of the
critical radius Re versus time 'T with results obtained from the two-dimen·
sional numerical solution

Experimentally determined values of the radius corresponding
to the 29.9 deg C isotherm, Re, versus nondimensional time T

were compared with the numerical results generated with
THUMP. Figures 6 and 7 show typical comparisons between
experiment and theory. In all cases studied, agreement was
well within the estimated experimental uncertainty of 10 per
cent, indicating that theoretical predictions of the temperature
field Jlroduced by this resistance probe are possible.
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o

3.0 4.0 5.0
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Concluding Remarks 
In summarizing our study, several observations can be made: 

1 The probe described herein is easy to fabricate, inexpensive, 
and allows for delicate, predictable surface temperature control. 

2 The excellent agreement between theoretical predictions of 
the temperature field surrounding the probe and experimental 
measurements indicates that it is possible to predict lesion size 
as a function of time of application. 

3 Liquid crystals embedded in a clear gel offer an excellent 
means for visually observing the temperature field produced by 
the heating probe. Although liquid crystals that responded in 
the range 29.9 deg C to 34.2 deg C were used in the present 
studies, it is possible to obtain crystals in ranges as low as 0 deg 
C or as high as 64 deg C. 

4 The test medium used in our experiments was 99.7 percent 
water-0.3 percent agar. Although this mixture simulates tissue 
thermal properties to within approximately 5 percent, it obvi
ously lacks the perfusion of tissue. The one-dimensional an
alytical model indicates that small probes will be relatively unin
fluenced by blood flow. This claim needs to be verified with 
either a clever set of experiments which accurately simulate 
blood flow or with tests on laboratory animals. 
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Thermal Model for Prediction of a Desert 
Iguana's Daily and Seasonal Behavior 
A mathematical description of the transient thermal response of the desert iguana, 
Dipsosaurus dorsalis, to environmental changes is developed. The thermal model for 
the lizard was combined with a desert micrometeorological model, and the combination 
was used to predict diurnal and seasonal thermoregulatory behavior. Comparisons are 
made between the predictions and observed behavior. The model analysis is sufficiently 
general so that it can be used to predict the thermoregulatory behavior of other species of 
lizards. 

h 
Introduction 

HE PURPOSE of this paper is to demonstrate how 
mechanistic principles from engineering and meteorology can be 
integrated with ecology and physiology to develop models that 
will predict animal behavior in response to the thermal environ
ment. There is a long history of studies of exchange of energy 
between animals and their physical environment ranging from 
work on humans, e.g., [1, 2],1 to a variety of lower animals, e.g., 
[3, 4]. Attempts to make predictions of animal behavior for a 
single day using steady-state models appeared almost simul
taneously in papers by Bartlett and Gates [5] and Norris [6]. 
Subsequently, a more general attempt at steady-state predictions 
of environmental limits of animals was presented in a paper by 
Porter and Gates [7]. In this paper, the thermal response of 
the animal to transient environmental conditions is studied. The 
Mojave Desert and the desert iguana (Dipsosaurus d. dorsalis) 
have been chosen to illustrate these principles. The activity 
patterns for this species of desert lizard are predicted for particular 
days and for an entire year. Figure 1 shows the desert iguana 
in a schematic representation of the desert microclimate. 

Lizard Model 
The model for transient thermal processes inside the lizard is 

based on the core-shell concept of Crpsbie et al. [8] and is de
picted in Fig. 2. The core, which includes the central portion of 
the appendages, has a uniform temperature Tc due to blood flow 
and has a thermal capacitance Ce. Metabolism M supplies 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Washington, D. C, November 28-December 
2, 1971, of THE AMEBICAN SOCIETY OP MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division August 11, 
1971; revised manuscript received May 1, 1972. Paper No. 71-WA/ 
HT-35. 
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Fig. 1 Schematic of the desert environment showing the energy flows 
to the desert surface and to a lizard 

heat to the core, and energy E leaves due to evaporation of 
water. Energy is transported to the skin by blood flow in 
amount (mc)b(Tc — T&), where m is blood mass flow rate and c 
is blood specific heat. Heat is transferred to the center of the 
skin layer by conduction through the skin resistance fisk. The 
skin layer is at temperature Tak and has thermal capacitance 
Csfc. Heat is conducted from the center of the skin layer to the 
surface at TSVLT[ through resistance R&. Solar energy in an 
amount Qab3 is absorbed at the surface. Heat is convected to 
the air at T&„ through the convection resistance Reonv and radi
ates to the environment at an effective radiation temperature 
rrad through the radiation resistance i?rad. Heat conducted to 
the substrate is assumed negligible. 

The general thermal model represented by Fig. 2 may be 
simplified for Dipsosaurus dorsalis by considering the relative 
values of the resistances in the thermal circuit. For a 40-gm 
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DIPSOSAURUS 

TWO-LAYER MODEL 

Fig. 2 Core-shell model and the corresponding thermal circuit for a 
lizard 

lizard with a surface area of 150 cm2, a snout-vent length of 13 
cm, and a skin thickness of 0.1 cm, the following are felt to be 
representative capacitance and resistance values: 

Cc = 23.4 cal/deg C 
Csk = 12.6 cal/deg C 
i?Sk = 0.005 min-deg C/cal 

Rb = 0.8 to 8.0 min-deg C/cal 
•ffioonv = 0.2 to 0.6 min-deg C/cal 
Rmd = 0.98 to 1.04 min-deg C/cal 

core capacitance 
skin capacitance 
skin resistance 
blood resistance 
convection resistance 
radiation resistance 

In performing these calculations, the skin mass was taken to be 
14 gm and the core 26 gm. The tissue specific heat was taken 
to be 0.9 cal/gm-deg C and tissue thermal conductivity was taken 
to be 0.072 cal/cm-min-deg C [9]. Blood flow values were taken 
to be 0.01 to 0.001 gm/min-cm2, which are representative of 
human values for active and resting tissue [10] and are probably 
higher than found in the lizard. The convection resistance was 
calculated from RCOrtv = l/hi,A, where IIL, the lizard's convection 
heat transfer coefficient, was determined in the wind-tunnel tests 
described below. The radiation resistance was evaluated as 

Brad = ( T 5 U r f — r r a d ) / [ e 0 ^ 1 e f f ( f s u r f 4 — T r a d 4 ) ] , w h e r e € i s t h e 

infrared emissivity of the skin and is taken to be unity, a is the 
Stefan-Boltzmann constant, and A^u is the effective radiation 
area and is taken to be 0.8 times the surface area. 

The blood and skin resistance act in parallel, facilitating the 
transfer of heat from the core to the skin. The radiation and 
convective resistances are two orders of magnitude larger than 
the equivalent internal resistance, thereby controlling the heat 
flow from the animal to the environment. Thus all of the in
ternal resistances may be neglected relative to the external re
sistances. With these simplifications, Dipsosaurus dorsalis can 
be treated as being a single temperature throughout. For larger 
lizards, this approximation may not be valid, and all of the terms 
of Fig. 2 may have to be included. The general energy-balance 
equation for the lizard is then 

100 

80 

^S 
<*' 

yT 

y ^ j 

<£ / 
/ 

'̂'"----Nusp.lO RB° 
1 Nu = 0.35 Re0S 

.7 

-B BOARD, PARALLEL 

A BOARD,TRANSVERSE 

2x10 s 3 

Fig. 3 Nusselt number as a function of Reynolds number for lizard cast
ings (solid symbols) and comparison with results from live lizards (open 
symbols. Weathers, 1971) 

C-
.dT^ 

dt 

(Tc - T a i r ) (T„ - 7'rad) 

R ci Ru 
+ (M - E) (l) 

where C is (Cc + Csk). 
Water-loss values, as obtained from [11], were converted to 

energy flows by multiplying by the latent heat of vaporization, 
540 cal/gm. Oxygen-consumption values from [12] were con
verted to energy flows assuming 5 cal of heat per cc of oxygen 
consumed. The term (M — E)/C was found to affect core 
temperature by less than 0.31 deg C over the range of lizard 
temperatures of 20 to 45 deg C. Under exercise conditions, both 
M and E will increase, but the resulting term will still be small 
since the two components tend to cancel each other. Thus the 
contribution of metabolism and water loss to the energy balance 
can be regarded as negligible, and the lizard may be represented 
by the simplified differential equation 

,dTc 
dt 

Qa 
(Tc — T a ir) (Tc — Trad) 

R* -Bri 
(2) 

The convection heat transfer coefficient hh for shapes such as 
lizards on soil surfaces is unknown and must be determined ex
perimentally. The lost-wax technique was used to obtain alumi
num castings of Dipsosaurus dorsalis. The procedure required 
anesthetizing the animal, covering it with dental-investment 
compound, and later removing the live animal from the flexible 
mold. A wax casting was then made from the flexible mold, 
which was then used to obtain an aluminum casting. The 
aluminum casting was gold-plated to give maximum accuracy in 
determining the convection coefficient. The lizard casting was 
placed on a sandy board in a low-speed wind tunnel, 0.51 m2 in 
flow area, heated 10 to 15 deg C above ambient conditions, and 
then allowed to cool. The convection heat transfer coefficient 

-Nomenclature-
A = total lizard area 
C = mass times specific heat 
cp = constant-pressure specific heat 
E = evaporation 
y = gravitational acceleration 
h = convection heat transfer coefficient 
K = Karman constant (0.4) 

KH = eddy diffusivity for heat 
KM — eddy diffusivity for momentum 

L = Monin-Obukhov length, equation 
(5) 

M = metabolism 
me = mass flow rate times specific heat 

Q = heat flow 

R = thermal resistance 
T = temperature 
t = time 

V = velocity 
V* = shear velocity 

a = absorptivity 
e = emissivity 
p = density 
a = Stefan-Boltzmann constant 
T = shear stress 

Subscripts 

a = air 
abs = lizard absorbed solar energy 

air = air at lizard height 
b = blood 
c = core 

cond = conduction into soil 
conv = convection 

eff = effective 
inc = incident solar energy 

L = lizard 
rad = radiation 

s = surf ace of soil 
sk = skin 

sky = sky 
surf = surface of lizard 

z = height above the surf ace 
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was determined from measurements of the transient temperature 

response [5, 13]. 
The heat transfer results (Nusselt number as of function of 

Reynolds number) are shown in Fig. 3 for parallel and transverse 
orientation of the casting to the air flow. The characteristic 
length in both the Nusselt number and the Reynolds number is 
the snout-vent length. These nondimensional parameters allow 
pxtension of the results obtained on one lizard to lizards of differ
ent size but of the same geometrical shape (same species). 

Heat transfer coefficients deduced from the data of Weathers 
[14] for heating of live lizards are also presented in Fig. 3. These 
data are compared with results using the casting placed in the 
wind tunnel in the same orientation as were Weathers' live 
lizards. There is excellent agreement between the casting results 
and the live-animal tests. In addition, the data for 20-, 50-, and 
100-gm lizards are correlated by the use of Nu and Re parameters. 
Thus Fig- 3 establishes the use of castings to determine live-
animal heat transfer characteristics. 

Micrometeorological Model 
The available climatic data are insufficient to completely de

scribe the environment; consequently it was necessary to develop 
an analytical model to aid in simulation of the desert surface 
temperature Ts. In this model, the following energy balance 
was made for the desert surface: 

aBQin„ = e,<T(Ts
4 - r s k y") + hs(Ta - Ta) + Q0OIKl (3) 

where as, the soil solar absorptivity, was taken as 0.25 [15] and 
e„, the soil long-wavelength emissivity, was taken as unity. The 
radiation sky temperature Tsky was determined from the Swin-
bank formula [16]. The air temperature Ta was obtained from 
meteorological measurements of the screen temperature (the 
temperature measured in a Stevenson screen) at 200 cm above 
the surface. The maximum and minimum daily air temperatures 
at this height were taken from the screen temperature records 
of Palm Springs [17]. The air temperature maxima and minima 
were assumed to occur at 1300 hr and 1 hr before sunrise, respec
tively. The shape of the air temperature curve was taken from 
typical desert air temperature curves in Geiger [18]. 

The surface heat transfer coefficient hs is a function of wind 
speed and surface roughness. When the ground is colder than 
the air, i.e., neutral (stable) conditions, the flow is completely 
turbulent and the velocity and temperature profiles are described 
by [19] 

VJVa = {T. - Ta)/(T, - Ta) = (VyVa-K) In [(z + «„)/«„] 

(4) 

where F z and Tt are the velocity and temperature at any specified 
height above the surface, Va and Ta are the air velocity and 
temperature at a reference height, V* is the shear velocity, K is 
the Karman constant (0.4), z is the height above the surface, and 
2o is the surface roughness. 

Unstable lapse conditions prevail during midday in which the 
ground surface temperature is higher than air temperature and 
heat transfer is from the ground to the air. Free-convection 
currents are set up which alter the temperature and velocity 
profiles from those in neutral conditions. A measure of the in
stability of the flow is the Monin-Obukhov length [20]. 

L = -V*sTePacp,a/KgQB,muv (5) 

The length L is negative under lapse conditions {Ts > Ta), ap
proaches infinity under neutral conditions {Ts ~ Ta), and is 
positive for inversion conditions {T, < Ta)- As L becomes 
smaller in magnitude under lapse conditions, the flow becomes 
more unstable and free-convection currents affect the profiles 
more. A relation for the velocity profile under nonneutral 
conditions is [20] 

y* e(z+zn)/L _ l 
V ° = K i n . ( * * > - 1 ( 6 ) 

As the Monin-Obukhov length L increases, the velocities given 
by equation (6) approach those given by the relation for neutral 
conditions, equation (4). 

The heat transfer coefficient is determined from a considera
tion of the transport mechanisms in the turbulent boundary layer. 
The mechanism equations for the transfers of heat (Q) and mo
mentum (r) are given in terms of the velocity and temperature 
gradient [19] 

ST, 
Q/paCp.a = KH-^~ (7) 

oz 

dVz 
T/Pa = KM — (8) 

dz 

where the heat flux Q and the shear stress r are constant through
out the layer near the ground and equal to the values at the sur
face, Qs, Conv and T0. Dividing equation (7) by equation (8) yields 
the temperature gradient in the air as a function of the velocity 
gradient 

dT Q„ 
conv KM dVz 

dz TsCj,,„ KH dz 

Integrating equation (9) from the surface z = 0 to a height z 
yields an expression for the temperature in the air 

{T. - T.) = ^ - P ^ ^ dz (10) 
TsCw J0 KH OZ 

With relations for the eddy diffusivities KH and KM and with an 
expression for the velocity profile, equation (10) can be integrated. 

Da ta have been obtained by Swinbank [20] on the ratio of 
eddy diffusivities KH/KM- A S discussed by Stewart and Lemon 
[21], during lapse conditions (negative values of L) the ratio can 
be represented by 

KH/KM = 3 - l A e ^ L (11) 

This equation along with equation (6) can be substituted into 
equation (10) to yield a relation between the air temperature and 
height 

( r . - T.) = = ^ ^ ; [Z/L [3 - 1 . 4 ^ ^ ] - * 

The integral on the right-hand side of equation (12) cannot be 
evaluated analytically but must be integrated numerically. De
fining E(z/L, za/L) to be the value of the integral, equation (12) 
can be rewritten as 

<T- - T^ = tr^^k F{z/L> Z°,L) (13) 

The temperature Tz in the air a t any height z can be related to 
the overall temperature difference 

Tz - Ts = F(z/L, zo/L) 

Ta - Ts FizJL, zo/L) 

The convection heat transfer Q,, coav is given by equation (12) 
in terms of the integral evaluated at some reference height 

Q..«mr = Pacp,a-KV^{Ta - Ts)/F(za/L, z0/L) (15) 

A computer subroutine has been written to evaluate the length 
L, the function F(z/L, Zo/L), and the convection heat flow 
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Fig. 4 Lizard, surface, and air temperature as a function of time of day 
for July 15 

Qs, conv as functions of time of day. The surface roughness z0 

was chosen as 0.05 cm and the wind speed at 200 cm was chosen 
to be 200 cm/sec. During the midday hours, the length L is on 
the order of —15 to —25 cm and F(z/L, z0/L) is approximately 
2.5. Under stable (neutral) conditions, F(z/L, Zo/L) is 3.7. 
Thus the effect of the free-convection currents is to augment the 
heat transfer from the desert surface during midday. 

The heat conducted into the soil, Qoond, was determined using 
a finite-difference representation for the transient conduction 
through sand. The sand conductivity was taken to be 0.0084 
cal/min-cm-deg C and the thermal diffusivity 0.24 cmVmin 
[15]. The deep soil temperature at 60 cm was taken to be the 
average screen temperature for the month. 

Daily Behavioral Patterns 
The energy balance for the lizard in this desert environment is 

equation (2) written in terms of radiation and convection prop
erties rather than resistances: 

AT 
C —? = Qabs - atAett, s(Tc* - 2V) 

at 

- <re7l.„. aky(2V - ? W 4 ) - hLA(Tc - Ta) (16) 

where Qabs = askQine includes direct, scattered, and reflected sun
light. Desert iguanas can change their color and therefore their 
solar absorptivity ask between 0.60 and 0.80 [6, 22]. The solar 
absorptivity was assumed to vary linearly with body temperature 
between 38.0 and 43.0 deg C from 0.6 to 0.8. Below 38.0 and 
above 43.0 deg C, the values of 0.6 and 0.8 respectively were 
used. The effective radiating areas A8«, , and A^-a, sky are from 
the lizard to ground and sky, respectively, and each is taken as 
0.4 times the surface area. Two lizard sizes, 40 and 100 gm, 
were considered in the model calculations. The lizard's convec
tion coefficient hz was obtained from the model results, Fig. 3. 
The local velocity and temperature tha t the lizard is exposed to 
are evaluated from the velocity and temperature profile, equa
tions (6) and (14), using the height of the lizard off the surface. 

The results for the average July 15 at Palm Springs, Calif., 
are presented in Fig. 4. The temperature of the lizard was com
puted assuming the lizard to be either 1 cm or 5 cm above the 
surface 24 hr a day. At 1 cm, the lizard is assumed to be on the 
surface in the sun, and a t 5 cm, the lizard is assumed to be in a 
bush completely shaded from the sun. The desert iguana's 
temperature, if it stood on the surface all night and into the 
morning, would not reach 38 deg C, the minimum preferred 

M J J A S 

TIME OF YEAR 

Fig. 5 Behavioral map for Dipsosaurus dorsalis as a function of time of j 
day and time during the year J 

temperature for activity [23], until about 7:30 A. M. Thus it is 1 
expected that the lizard would emerge from his burrow at ap- j 
proximately 7:30 A. M. By 8:15, its temperature would be up I 
to 43 deg C, the panting threshold [11], and to conserve water 
it could not remain in the full sun on the surface. Between 
8:15 and 9:00, the lizard could seek shade either on the ground 
or in a bush; however, shortly after 9:00 A. M. the deepest shade 
at 5 cm height is not sufficient to keep the body temperature 
below 43 deg C, and the lizard must return to its burrow. The 
body temperature of an animal that remained in the shade at 
a height of 5 cm and did not pant is shown by the dashed line in 
the middle of the day. This animal would not survive these 
severe temperatures. Toward the end of the day, the body 
temperature drops into the activity temperature range where an 
animal could be active until about 6:30 P. M. In these and sub
sequent calculations for the whole year, the assumed wind speed : 

was a constant 200 cm/sec all day. I t was found that doubling 
the wind speed changed emergence times or length of activity time 
by less than 10 min. 

The calculations were also performed for both 40- and 100-gm 
lizards. Differences of less than 5 min in activity pattern be
tween the two were observed. The times required for each size 
to come to equilibrium with the environment are so short, rela
tive to the length of the day, that all lizards of the species Dipso
saurus dorsalis are essentially at steady-state conditions. Thus 
from a purely physical standpoint, for desert iguanas of different 
sizes in the same microclimate, size apparently does not confer 
a significant thermoregulatory behavioral advantage. 

Seasonal Behavioral Patterns 
This initial model did not include different heights the animal 

could climb to, running underground to cool off before returning 
to the surface, sand-dune geometry, atypical air temperatures, 
or cloudy days, all of which would modify the predictions. Never
theless, such a simple model has great utility for seeing broad 
outlines of behavior patterns which can then be refined. Ac
cordingly, a composite behavioral map for the lizard over the 
course of an average year at Palm Springs is given in Fig. 5. 
This figure was constructed using the information from plots like 
Fig. 4 for the average day for every month. 

If the lizard were to wait until the surface temperature reached 
38 deg C, it would not be expected to be out before March 1 or 
after November 1, under typical environmental conditions. 
Dipsosaurus dorsalis could, however, attain 38 deg C body tem
perature as early as February 15, though only for a few moments. 
If an animal were out on February 21, it would have about 2 hr 
for activity since there would be enough solar radiation and warm 
enough air to allow it to reach at least 38 deg C. The environ
ment is favorable for the lizard during the central portion of the 
day from March 1 to May 1. From May 1 to October 1, the 
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fjg, 6 Behavioral map for Dipsosaurus dorsalis including effects of bush 
height; observations of M a y h e w shown as solid bars and circles 

temperatures during the middle of the day are too high to permit 
activity, and the lizard is in general restricted to early morning 
and late afternoon activity. 

Detailed study of the predicted subsurface soil temperatures 
reveals tha t during the late afternoon activity period, the soil 
temperature for the first few centimeters below the surface ex
ceeds the upper limit (43 deg C) for the animal. Thus for the 
lizard to come from a deep burrow to reach the surface, he must 
move through a zone of extreme temperatures to reach the favor
able environment. The field observations of Norris [24] and 
Mayhew [25] show that the morning is the major activity period. 

These same soil temperature predictions show that during the 
months of July and August, soil temperatures at depths up to 16 
cm are higher than 43 deg C, and at depths up to 25 cm, higher 
than 38 deg C during the afternoon. To stay below the panting 
threshold (43 deg C) and thereby minimize water loss, the lizard 
must have a burrow that extends at least to 15 to 25 cm in depth; 
this is consistent with the recent findings of DeWitt regarding 
burrow depth [23]. 

The natural environment of the desert iguana has different 
bushes of varying heights, and these allow the desert iguana to 
extend its activity times. As indicated in Fig. 1, both tempera
ture and wind speed vary depending on the height above the 
ground. By climbing up into bushes, animals reach not only 
lower air temperatures but higher wind speeds, which tend to 
decrease the animal's temperature. Velocity and temperature 
profiles at any height 2 in a bush were computed from equations 
(6) and (14). I t was also assumed that the lizard in the bush is 
shielded from solar radiation and that the infrared radiation ex
change is between the lizard and the local surrounding vegeta
tion, which is assumed to be at local air temperature. 

The activity pattern for a lizard able to climb to different 
heights is shown in Fig. 6. The presence of bushes allows a con
siderable extension of the time available for outside activity. 
If the animal could climb to 200 cm and still be in deep shade, 
it could stay out all day even in August. 

Because of uncertainty about the lower temperature limit for 
activity, particularly for emergence at early times of the year, 
other body temperature contours have also been added to Fig. 6. 
Another possible emergence criterion could be when the sand 
surface temperature equals core temperature. This contour is 
also shown in Fig. 6. The figure also demonstrates that if the 
animals could be active a t a core temperature of 20 deg C they 
could be nocturnal in the middle of the summer. 

The seasonal behavior for Dipsosaurus dorsalis is present in 
Mayhew's accumulation of body temperature and location data 
collected over more than 10 years at Palm Springs, Calif. [25]. 
The data come from individuals he found while walking or driving 

on the desert, as opposed to continuous observation of specific 
individuals. Figure 6 summarizes all of Mayhew's data for 
desert iguanas captured at Palm Springs. I t is not known how 
much earlier or later than the time of the observation lizards 
were present. Thus exact emergence and retreat times are un
certain. The predictions are based on the average thermal 
environment for the month, while the data of Mayhew are taken 
on specific days which may differ from the average. For ex
ample, the two days with late emergence (May 26 and June 9) 
were each unusually cool days with the air temperature never 
exceeding 38 deg C. The agreement between the predictions 
and data shows tha t the lizard activity is restricted by the thermal 
environment. 

Mayhew's observations of lack of afternoon activity in the 
summer and much reduced activity in the fall is intriguing. One 
possible explanation for this is the high-temperature wave in the 
sand that might drive the animal deeper into its burrow in the 
afternoon. Another possible explanation is that there might be 
a total daily water loss tha t would be too costly to the animal if 
it emerged in the afternoon. Thus, while the thermal environ
ment serves as an outer limit on behavior, other constraints exist 
to further restrict activity. 

Conclusions 
Despite the simplifications in modeling of Dipsosaurus dorsalis 

and its environment, the analysis of energy exchange mechanisms 
between the animal and its environment has permitted assess
ments of the relative importance of various features in the en
vironment and features of the animal's physiology. Knowledge 
of body temperature preferences and tolerances combined with 
the knowledge and evaluation of heat transfer mechanisms yield 
the general features of behavior patterns. This type of analysis 
offers promise in answering questions concerning the effects of 
climatic change in the past or in the future. 
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Mass Transfer through Binary Gas Mixtures 

J. C. HAAS1 and G. S. SPRINGER2 

Introduction 

I N THIS study mass transfer through a binary monatomic gas 
mixture contained between two plane parallel surfaces is investi
gated. Previously such a problem was analyzed by Hamel [ l ] a 

and Perlmutter [2] under the restrictions of (a) the mixture is 
isothermal and (6) one of the components is present in a small 
quantity only. The solution given here is not limited by these 
assumptions and is valid over the entire density range from free-
molecule to continuum conditions. The formulation employs 
the Boltzmann equation and a moment method of solution with 
two-sided distribution functions, in a manner similar to tha t 
used by Shankar [3] in his study of mass transfer to or from 
spherical droplets. 

Analysis 

A binary mixture of monatomic gases is contained between 
two reservoirs whose surfaces extend to infinity and are plane 
and parallel to each other, Fig. 1. The surfaces of the reservoirs 
are impermeable to one of the gases, say gas B, but are permeable 
by the other component, say gas A, such that a fraction of the 
A molecules arriving at the surface is absorbed into the reservoir, 
while a fraction is reemitted into the gas. Thus the reservoirs 
contain gas A only at the equilibrium temperatures and pressures 
TiA, TU

A and PiA, PuA. These "reservoirs" might be, for ex
ample, two liquid surfaces (with PiA and PuA being the saturation 
pressures corresponding to T\A and TuA) on which gas (vapor) 
A condenses and from which it evaporates. Using the definition 
of the mass accommodation, or sticking, coefficient 

a=s (rha — mi)/(m„ — mm) (1) 

the mass fluxes of A and B molecules leaving the surface are 
(note aB = 0) 

miA = (1 — <rA)rha
A + <rAmm

A (2) 

where ma is the mass flux arriving at the surface and mm is the 
mass flux which would be emitted from a gas in equilibrium at 
the temperature and pressure of the reservoir. For gas A, a 
thermal-accommodation coefficient is defined for the reflected 
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MIXTURE: (A)+(B) 

mB=0 

- * - q 

l -r 

a" P* 
aB 

Fig. 1 Description of problem 

portion of the molecular stream, while for gas B it is expressed 
in the usual manner [4], i.e., 

(1 - <rA)Ea
A - Er

A 

: (1 - <rA)(Ea
A - Em

A) 

EB - ErB 

: Ea
B - Em

B (3) 

Ea and E, are the energy fluxes of the incident and reflected 
molecules respectively, and E,„ is the energy flux of the reflected 
molecules based on the equilibrium temperature and pressure 
of the reservoir. Using equation (3) the energy fluxes leaving 
the surface can be written as 

Ei* = {Er
A + EA) = (1 - <rA)[Ea

A - a.A(Ea
A - Em

A)\ 

+ aA/Em
A (4) 

EtB = Ers = Ea
B - aB(Ea

B - Em
B) (5) 

where the energy flux of the evaporating molecules is Ee
A = 

aAEm
A. In order to define the problem completely the amount 

of gas B in the system must also be specified by specifying 
either the total number of molecules in the system ntB or the 
number density nB at the surface of one of the reservoirs, i.e., 

nt
B = I nB\ 

Jo 

at 

{x)dx 

x = L 

(6a) 

(66) 

nB{x) can be calculated from the equations given in [5]. Equa
tions (2), (4), (5), and (6) constitute the boundary conditions 
of the problem. The steady one-dimensional mass transfer be
tween the reservoirs is now determined by treating the gases as 
ideal, composed of monatomic molecules obeying Maxwell's in
verse fifth-power law of repulsion. Following Lees [6] the gas 
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' • • ! ' • ' ' 

0.01 1.0 
L/X* 

10.0 100.0 
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A 

molecules are divided (in velocity space) into two groups, each 
of these being characterized b j ' a Maxwellian distribution func
tion of the form 

/ l , 2 = Wl,2' U n ^ ; expL exp I l ^ Z j (7) 

where the subscripts 1 and 2 are for vx > 0 and vx < 0, respec
tively. The superscript i denotes the A or B component; k is 
the Boltzmann constant, m the mass of the molecule, and v the 
absolute velocity. The unknown parameters ni,iA, 7il]2

s, Ti,iA, 
Ti,2B are determined by taking moments of the Maxwell integral 
equation of transfer which, for the present problem, is 

d_ 

dx / / / 
pvJQ'dvxdvydvz = AQ (8) 

AQ represents the collision integral and includes collisions be
tween both like and unlike molecules. By setting Q' = m*', 
Qi = mitlxi) Qi — i/tfn'iv')*, and Q' = l/imivx

i(viY, eight simul
taneous first-order nonlinear differential equations are generated 
[6] which, together with the boundary conditions, could be 
solved by numerical methods. However, an analytic expression 
for the mass transfer can be derived by assuming tha t (a) the 
temperature and pressure differences between the reservoirs are 
small, (2V1 - Tn

A)/TnA « 1 and (PiA - PnA)/PuA « 1, and 
(b) the mean temperatures of components A and B are the same 
at any point in the gas, TA{x) = TB(x). The latter assumption 
is correct in the continuum limit [3], and also in the free-molecule 
limit provided the thermal-accommodation coefficients are the 
same for each component, i.e., 

aA{x = 0) = aA{x = L) aB(x = 0) = aB{x = L) (9) 

For these accommodation coefficients, TA = TB is also expected 
to be a reasonable assumption at intermediate degrees of rarefac
tion. Using the above two assumptions, the conditions ex
pressed by equation (9), and aA — crA(x = 0) = crA(x = L), 

the following expression is obtained for the mass-transfer ratn 
per unit area [6]: 

A(mAkTnA\^ iPiA - PnA [ \ , 4 L , 
mA = nnA ) { 1 -\ ~-df 

\ 2* J \ PnA I T 1 5 X ^ 

{^(w + rrb6*)] 
TlA _ TjlA) 

2TuA 

(2 - <TA L (4 2 - ffA 1_\ 
X { aA + xA Vl5 ^ aA + 3 0 / 

— RAB — li' \-bt\\L 1 
2 L 2 15 \ A Y 2 V vA 2) 

+ h 
- aA aB 1 „„ / . , aB , \ 1 - i 

— + - RAB[ U2 + b3 J } 
<rA 2 - aB 2 Y 2 - aB / J (10) 

where 

^ = = [1 - (1 - aA)(l - aA)]/[l + (1 - <rA)(l - a*)] 

(H«) 

/(mA + mB)2] 

X [1 - Ui/Ai)]} (116) 

6 2 = - ( 2 / 5 ) { - 6 + 12MB - &(MB)*[1 - U2/AO] 

- 8MB(A2/A1)} (He) 

6 3 = -(ld/5){mA[(mAmBy/2/(mA + mB¥\[l - (Ai/Ai)]} 

(1W) 

RA»53 [nuB/(nu
A + nn

B)]/[(2irkTuA/mAy/'L/(TDAB)] (lie) 

DABs= [kTuA/(mAmBAl)][(mA + mB)/KAB]/{nuA + nn
B) 

(11/) 

X is the mean free path, Ai = 2.6595, A2 = 1.3682, K is the force 
constant in the inverse fifth-power law, Mi = mi/(mA + mB), 
and DAB is the diffusion coefficient. 

Discussion 

Equation (10) is limited to small temperature and pressure 
differences. However, it is not restricted to any specific density 
regime. I t is valid for all degrees of rarefaction and yields the 
correct free-molecule [7, 8] and continuum [9, 10] limits. In 
order to investigate the behavior of the mass-transfer rate at 
intermediate Knudsen numbers (Kn = \A/L), equation (19) is 
written as 

"nuA{mAkTuA /2iv) 1^ TA - C l" 
p.A _ p,,A 

PllA C, 
TiA - Tu 

TnA 

(12) 

The dependence of the coefficients C\ and Cj on RAB is shown in 
Fig. 2. This figure serves to illustrate three points. First, at 
high Knudsen numbers Ci and Ci are of the same order of magni
tude and, as expected, both ATA and APA affect the mass-
transfer rate. At low Knudsen numbers, however, Ci S> Ci and 
the influence of the temperature difference becomes negligible. 
This is consistent with results found for a single-component gas 
[11, 12]. Second, both Ci and C2 approach rapidly their free-
molecule and continuum values above \A/L ~ 10 and \A/L 
0.1, respectively. Third, the mass transfer is significantly 
affected by RAB, i.e., by the presence of the "inert" B component. 
A small increase in the amount of component B reduces the mass 
transfer considerably. To further demonstrate this effect, mass-
transfer rates were calculated through water vapor in the presence 
of nitrogen and through potassium in the presence of argon. The 
results given in Fig. 3 show that 0.1 percent and 1.0 percent 
inert gas {PnB/[PuA + PuB] = 0.001 and 0.01) reduce the mass-
transfer rate by factors of about two and 20, respectively. 

I t should be noted that mass-accommodation coefficients a for 
vapors are generally determined by measuring the mass-transfer 
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fig. 3 The effect of nitrogen and argon (B gases) on the mass transfer 
0f water vapor and potassium, X ^ / l —> 0 , aA = aA = aB — 1 ; also for 
H20-N2: Tn A = 20 deg C, P n

A = 0 .0229 aim; for K-A: TuA = 
565 cleg C, Pn

A = 0.105 atm 

rate and by calculating a with the assumption that the vapor 
is pure. (nuB = 0). According to the foregoing results, if even 
a small amount of impurity is present in the system the a thus 
calculated is lower than the actual value. 
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Film-Cooling Effectiveness in the Near-Siot Region 

D. R. BALLAL1 and A . H. LEFEBVRE2 

Nomenclature 

C//2 = local skin friction coefficient • 
m = mass velocity ratio (pcue/pmum) 

mu = mass flow in boundary layer 
mc = coolant mass flow 

Re s = Reynolds number based on slot height 
Res = Reynolds number based on boundary layer momentum 

thickness 
s = slot height 
u — velocity 
x = distance downstream of the slot 
y = distance normal to wall 
5 = boundary layer thickness 

p. = viscosity 
p = fluid density 
r? = film-cooling effectiveness 
<j> = mass velocity (pu) 

Subscripts 

c = pertaining to coolant flow 
m = pertaining to mainstream flow 
A = pertaining to quantities in excess of mainstream values 

max = maximum value 

Introduction 

I N BECENT years many theoretical prediction methods for film-
cooling effectiveness have been developed. In the present study, 
interest is centered on the near-slot region, with particular refer-
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ence to thin-lipped systems featuring tangential injection of the 
coolant through two-dimensional unobstructed slots. Expres
sions for effectiveness are derived which are shown to be in satis
factory agreement with the available experimental data. 

Analysis 
Turbulent Boundary Layer Model. Stollery and El-Ehwany [ l ] 3 

have developed an effectiveness expression for an idealized 
turbulent boundary layer far downstream of the slot. Their 
equation, with a modified constant of 4.0 [2] is 

1) = 4.0(a;/?ns)-0-8(Res-^c/yU».)0-2 (1) 

I t is known that this and similar equations based on the Blasius 
skin friction relationship cannot satisfactorily predict effective
ness in the near-slot region. This suggests that a better model 
for this region would be one which employed skin friction coeffi
cients obtained by direct measurement in this zone. 

From the study of skin friction data in [3, 4], it is found that 
for x/s < 40 

Cj/i = O.O615[(Re0TO)°-4Cr/TOs)]-o-621i (2) 

Substitution of this expression into the analysis of Stollery and 
El-Ehwany [1] leads to 

7] = nic/nibi = 0A(x/ms) °'3(Rea??i-^c/M».)°'2 (3) 

Equation (3) shows good agreement with the experimental data. 
Even better prediction can be achieved by reducing the Reynolds-
number exponent from 0.2 to 0.15, accompanied by a compensat
ing increase in the value of the constant from 0.4 to 0.6. Thus 
equation (3) becomes 

ri = 0.6(.-r./TOs)-°-3(ReaTO-Mc/Mm)0'16 (4) 

As shown in Fig. 1, this simple equation predicts within ± 5 per
cent accuracy all of the available experimental data compiled in 
[5] within the following range of conditions: 

1 Numbers in brackets designate References at end of technical 
brief. 

Journal of Heat Transfer MAY 1 97 3 / 265 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



"ma(l£0> 

0.002 0.004 0.006 0.008 0.010 

_3L 
tf+tf 

•L (CM) 

fig. 3 The effect of nitrogen and argon (B gases) on the mass transfer 
0f water vapor and potassium, X ^ / l —> 0 , aA = aA = aB — 1 ; also for 
H20-N2: Tn A = 20 deg C, P n

A = 0 .0229 aim; for K-A: TuA = 
565 cleg C, Pn

A = 0.105 atm 

rate and by calculating a with the assumption that the vapor 
is pure. (nuB = 0). According to the foregoing results, if even 
a small amount of impurity is present in the system the a thus 
calculated is lower than the actual value. 
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Film-Cooling Effectiveness in the Near-Siot Region 

D. R. BALLAL1 and A . H. LEFEBVRE2 

Nomenclature 

C//2 = local skin friction coefficient • 
m = mass velocity ratio (pcue/pmum) 

mu = mass flow in boundary layer 
mc = coolant mass flow 

Re s = Reynolds number based on slot height 
Res = Reynolds number based on boundary layer momentum 

thickness 
s = slot height 
u — velocity 
x = distance downstream of the slot 
y = distance normal to wall 
5 = boundary layer thickness 

p. = viscosity 
p = fluid density 
r? = film-cooling effectiveness 
<j> = mass velocity (pu) 

Subscripts 

c = pertaining to coolant flow 
m = pertaining to mainstream flow 
A = pertaining to quantities in excess of mainstream values 

max = maximum value 
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equation, with a modified constant of 4.0 [2] is 
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ness in the near-slot region. This suggests that a better model 
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El-Ehwany [1] leads to 

7] = nic/nibi = 0A(x/ms) °'3(Rea??i-^c/M».)°'2 (3) 

Equation (3) shows good agreement with the experimental data. 
Even better prediction can be achieved by reducing the Reynolds-
number exponent from 0.2 to 0.15, accompanied by a compensat
ing increase in the value of the constant from 0.4 to 0.6. Thus 
equation (3) becomes 

ri = 0.6(.-r./TOs)-°-3(ReaTO-Mc/Mm)0'16 (4) 

As shown in Fig. 1, this simple equation predicts within ± 5 per
cent accuracy all of the available experimental data compiled in 
[5] within the following range of conditions: 

1 Numbers in brackets designate References at end of technical 
brief. 

Journal of Heat Transfer MAY 1 97 3 / 265 Copyright © 1973 by ASME

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1-0 

l̂ 
equation (4) 

0-2L i i i i i 

0-1 
ms Rec 

Mc 
Mm 

s-V2 
m 

1-0 2-0 

Fig. 1 Illustrations of improvements in effectiveness prediction in near-
slot region form < 1.3 
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I t can now be shown that if flow transition is assumed to occur 
at the point of intersection of equations (1) and (4), when 
( Z / T O S K - 1 6 > 6.6 (Re.•Hc/Hm)aM, (1) is preferable to (4); 
otherwise equation (4) should be used. 

Wall Jet Model. For a wall jet model 

7] = mc/m,bi = <pcs/(mui + ma) (5) 

The mass flow in the inner boundary layer % from [6] is 

mm = 0.009 (j)max-x (6) 

In calculating mm, the mass flow in the two-dimensional jet pro
file, the mass velocity expression is of the type 

A 0 / A 0 m a x = 0.5(1 + cos vy/S2) (7) 

Again from [6], <52 = 0.1a;, and from [7], 

tfw/0c = 2.5{[(m - \)/m\(s/x))°-« 

Therefore, integrating equation (7) and substituting for various 
terms, the value of mui can be calculated. Substitution of this 
expression for mui together with equation (6) into equation (5) 
leads to 

r) = {0.15[(x/ms)(m - !)]»•« + 0.05(a;/ms)}" (8) 

The useful range of application of this expression to the experi
mental data is rather limited, since beyond a certain distance 
downstream of the slot, the wall jet profile changes into a near-
slot boundary layer profile. For m < 4, this transition is shown 
to occur [6] at a mean value of x/ms = 1 1 . By restricting its 
range of application to x/ms > 11, equation (8) may be simplified 
to 

t] ~ [0.'6 + 0.05(x/ms)]- (9) 

The close agreement between the predictions of equation (9) 
and actual measurements from [5] is illustrated in Fig. 2. 

For x/ms > 11, the flow situation at the wall approximates 
more closely to the boundary layer model described above. 
Equation (4) may thus be employed provided that modifications 
are made to allow for the fact that the coolant flow can no 
longer be considered to originate at the slot. A further condi
tion to be satisfied is that when x/ms = 11, predicted values of 
effectiveness must be consistent with equation (9). These con
siderations combined with the experimental data in this region 
lead to the following expression for effectiveness: 

V = 0.7(z/s)-°'»(Res-^/Mm)0-16ff^°'! (10) 

Figure 3 shows the experimental and predicted values from [5]. 
In Figs. 2 and 3, the measurements covered the following range 
of conditions: 
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Fig. 2 Comparison between experimental data and prediction formula 
based on wa l l jet analysis for m > 1.3 
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Fig. 3 Comparison between experiment and theory in region down
stream of wal l jet for m > 1.3 

m 1 . 3 t o 4 . 0 
Re s 3500 to 20,000 

x/s 0 to 150 
pc/p,„ 0.8 to 2 .5 

Conclusions 

The following expressions for cooling effectiveness in the im
portant near-slot region (x/s < 150) are obtained: 

(a) boundary layer model (TO = 0.5 to 1.3) 

V = 0.6(z/ms)-°-3(ResTO-Mc/M»)0-16 

(o) wall jet model (m = 1.3 to 4.0) 

iorx/ms < 11, n = [0.6 + 0.05(x/ms)] - ' 

for x/ms > 11, -q = 0.7(z/s)~0-3(Res-/Uc/Mm)0-l6»i-0-2 
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The Effect of Temperature-dependent Viscosity on 
Laminar-Condensation Heat Transfer 

R. L. LOTT, JR.,1 and J. D. PARKER2 

CONSIDERATION of the fluid properties in laminar condensation 
reveals that the viscosity of the condensate exhibits the greatest 
variation with temperature. Reid and Sherwood [ l ] 3 recom
mend the viscosity-temperature relationship \x = A exp (B/T) as 
the best simple expression from the freezing point to the normal 
boiling point. The constants A and B are positive and T is 
absolute temperature. The physical model used is the con
densation of saturated vapor at temperature T\ on an infinitely 
wide vertical isothermal plate at temperature To. The conden
sate flows laminarly under the influence of gravity, g, with a 
thickness S which is a function of the vertical distance x down the 
plate. The x component of the condensate velocity u is a func
tion of the y coordinate normal to the plate. The mass flow rate 
per unit width at location x is designated as T. The average 
condensing heat-transfer coefficient for a plate of vertical length 
J, is denoted as h. Using the subscripts 0 and 1 to designate 
evaluation at y = 0 and y = 5 respectively, the following terms 
are defined: 

dimensionless y coordinate: 
dimensionless viscosity: Jx = 
dimensionless temperature: 
dimensionless velocity: u = 
dimensionless mass flow rate 
dimensionless condensate thickness: 

iATknox 

S = y/s 
=_MO/M(5) 
T=[T<$)- r j / A r 
2iM,u(ij)/g(P - Pv)8

2 

r = 3Mor/(?p(p - Pv)S
s 

s = s 
_yp(p — Pv)h/g 

'A 

dimensionless heat-transfer coefficient: 

H = h 
PvWhf„ 

81Ln0AT 

dimensionless parameter: C = cpAT/hfg 

The condensate density p, specific heat cp, and thermal conduc
tivity k, as well as the latent heat of vaporization h/g, vapor 
density p„, and temperature difference AT = T\ — To, are con
sidered constant. 

The development of equations to describe the inclusion of tem
perature-dependent viscosity as presented by Lott [2] embodies 
Nusselt's [3] momentum model, Bromley's [4] consideration of 
the effect of specific heat, and Rohsenow's [5] evaluation of the 
cross-flow effect. Equations resulting from these considerations 
coupled with n = A exp (B/T) are 

: ^ (1 - y) exp UT + 1) In t J ( l + f r n 

Jo 
udy 

dg ( i ) 

(2) 

Tudy 
Jo 

(3) 

(4) 
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T = 
(V - 1.5Cft)(y - f) + 1.5C(4> 

T - 1.5C(ft - <M 
(5) 

These functions \p and <f> evaluated at y 
describing 5 and H : 

1 are involved in 

\dy h = (r 

5 = 

1.5^C)/[r - 1.5(ft -

- TA 

1.5Cft) dy Jo/ 

H = 
\dy Jo/ 

(6) 

(7) 

•If a temperature distribution is guessed, then equations ( l ) - (5) 
can be evaluated successively yielding a resulting T(y). If the 
resulting T(iJ) differs from the guessed T(y), then use of the re
sulting T(y) as the next guess has been found to "converge" 
rapidly to an appropriate temperature distribution. Using this 
technique, as described by Rohsenow [5], the above equations 
were solved numerically by Lott [2]. The resulting deviation 
from a linear temperature distribution was small—even with 
large viscosity variations. Therefore, a linear temperature dis
tribution coupled with LL = A exp (B/T) is used to describe u: 

u = 2 I (1 ~ V) exp | 
AT\ 1 + 1\) lJ Ml 

1 + 
AT 11 

This expression for u can be closely approximated by 

X (1 - y) exp (fiy)dy 

where 

= 1 + 
AT 

2To/ Mi 

(8) 

(9) 

With these assumptions, equations ( l ) -(7) can be evaluated to 
obtain 

2 exp (Ry) 

{X + li-V)-j(X--j) 

exp 08) H+?): 

8 

H = (F 

ft = (1 - Y)/j3 

«, = (1 + 4r)/3/3 

t r - i.5C(ft - ^ i ) ] - ' / ' 

1.5Cft)/[r - 1.5C(ft - l)] 

•7T (10) 

(11) 

(12) 

(13) 

(14) 

(15) 

If 

>/i 

The results for 5 and H are dependent primarily upon V 
the viscosity is evaluated at the proper temperature, T* = T0 + 
C*AT, then T can be determined from a constant-viscosity 
analysis. Use of a linear temperature distribution in equation (8) 
yields 

C* = 
InJT) 

(16) 

The expression for H can be approximated very closely by 

H = {T[l - 1 . 5 C ( f t + 3&)]}1/* (17) 

since (j>i < [3/tT(h/a/CAT) — ft] for the range of values for ft 
and C encountered in condensation. Thus a simple means of 
accounting for the effect of temperature-dependent viscosity on 
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c* 
>0 
*0.250 
*0.675 

0.5 
0.260 
0.652 

Table 1 

1.0 
0.270 
0.628 

Temperature-dependent Viscosity Correction Terms 

1.5 2.0 2.5 3.0 3.5 4 .0 4 .5 5.0 
0.280 0.292 0.303 0.315 0.328 0.340 0.353 0.366 
0.603 0.576 0.548 0.519 0.490 0.462 0.433 0.405 

condensation heat transfer is to use Nusselt's constant-property 
results with viscosity evaluated at T* and with the term h;g* — 
hfg(l + aC) substituted for h/g, where by definition 

a = - 1 . 5 ( ^ + 3ft) 
3 ( r - 1)Q8 + fr) - SB 

2T/31 (18) 

Tabulated results for C* and a as a function of |3 are presented 
in Table 1. For small values of /? equation (11) can be expressed 
in series form: 

/3 |02 /33 /J4 

1 + — + — + — + — 
4 20 120 840 6720 + 

Constant viscosity corresponds to /3 = 0. The case of (3 <SC 1 
yields r -H. 1 + /3/4, 1A1 ~+ - V 4 - (8/20, 4>i - * - V i s - 0/90, 
C* -»• V*) ar>d a ~* 0-675. The case of R <3C 1 corresponds to 
viscosity being inversely proportional to temperature, and yields 
the recommendation of T. B. Drew and Rohsenow tha t viscosity 
be evaluated at T* = T0 + 0.25AT. The limiting value of a 
corresponds to Rohsenow's recommendation that h/a be replaced 
by h/„' = hfg(l + 0.68C). Both of these recommendations are 
valid for small values of /3 which occur with small AT7 values. 

Zozulia [6] considers the viscosity to be inversely proportional 
to T (deg C) cubed in his analysis of laminar condensation of 
glycerine. He presents graphical results which demonstrate ex
cellent agreement between his analytical and experimental re
sults for the laminar condensation of glycerine with a vapor sat
uration temperature of 120 deg C and AT ranging from 64 to 101 
deg C. A comparison of Zozulia's equivalent H with results from 

equation (16) indicates agreement within 6 percent over the range 
for which his viscosity-temperature relationship is valid. In 
this condensing situation B is not small. 

The effect of temperature-dependent viscosity on the velocity 
profile is of interest in the consideration of transition from 
laminar to turbulent flow, but is not considered in this paper. 

This analytical investigation demonstrates that the effect c 
temperature-dependent viscosity on laminar condensation be
comes significant when the value of the parameter B is larger 
than 1. The recommended method for including the tempera
ture-dependent viscosity effect is to use the simpler Nusselt con
stant-property analysis with (a) viscosity evaluated at T* = 
To + C*AT, and (6) hfa replaced by h/g(l + aC). 

References 

1 Reid, R. R., and Sherwood, T. K., The Properties of Gases and 
Liquids, 2nd ed., McGraw-Hill, New York, N. Y., 1966. 

2 Lott, R. L., Jr., "The Effect of Vapor-borne Sound on Conden
sation Heat Transfer," PhD thesis, Oklahoma State University, Still
water, Okla., 1969. 

3 Nusselt, W., "Die Oberflachenkondensation des Wasserdamp-
fes," Zeitschrift des Vereines Deutscher Ingenieure, Vol. 60, 1916, pp. 
541-546. 

4 Bromley, L. A., "Effect of Heat Capacity of Condensate in 
Condensing," Industrial and Engineering Chemistry, Vol. 44, No. 12, 
1952, pp.2966-2969. 

5 Rohsenow, W. M., "Heat Transfer and Temperature Distribu
tion in Laminar-Film Condensation," TRANS. ASME, Vol. 78, 1956, 
pp.1645-1648. 

6 Zozulia, M. V., "On the Effect of Condensate Viscosity on Heat 
Transmission during Condensation of Vapor," Dokl. Akad. Nauk, 
Ukrainian SSR, No. 3, 1958, pp. 272-275. 

Similar Solutions for Laminar Film Condensation 
with Adverse Pressure Gradients 

P. M. BECKETT1 

Steady two-dimensional laminar film condensation is investi
gated when the saturated vapor has the Falkner-Skan main
stream. Numerical solutions and approximate models are dis
cussed with reference to other published work. 

Nomenclature 

B — dimensionless parameter = R/\x 
c = length scale 

Cf = stress coefficient = n(du/dy)/ip,Um*(x)2 

cp = specific heat at constant pressure 
E = dimensionless parameter, see [ l ] 2 

h/g = latent heat of condensation 
h = thermal conductivity 

Nu = Nusselt number = x(dT/dy)/AT 
Pr = Prandtl number = fj,cp/k 
Re = Reynolds number = Um*(x)(x/v) 
R = dimensionless parameter = (v*/v3)

1/-
T = temperature 

u, v = velocity components in (x, y) directions 
Um*{x) — vapor mainstream velocity = Ua(x/c)m 

x = distance measured along wall from leading edge 
y = distance measured normal to wall 
|8 = 2m/(m + 1) 
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8{x) = thickness of condensate layer 
8i(x) = vapor displacement thickness = 

[1 - u*/Um*(x)]dy 
'S(x) 

AT = Ts - Tw 

ep = dimensionless parameter, see [1] 
T)s = dimensionless condensate thickness of Isa and Chen 
X = dimensionless parameter = (ps/us/p*/**)1/2 

IX = dynamic viscosity 
v = kinematic viscosity = /u/p 
p = density 

TW*{X) = wall shear stress for single-phase flow 
<j> = dimensionless condensate thickness 

J'5(a0 
-

0 P-

{Um*(x)/ 

X = 

Subscripts 

2vsx)1/2 | - dy 
Jo P-

dimensionless parameter cPsAT/Pishf 

s = condition at saturated vapor temperature 
w = wall 
I = interface 

Superscript 

vapor quantity 

Introduction 

T H E INTEREST in predicting heat transfer characteristics for 
laminar film condensation has recently been extended to assess 
the effects of pressure gradients within the vapor phase. Beckett 
and Poots [ l ] 2 developed so-called thin and thick film models for 
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by h/„' = hfg(l + 0.68C). Both of these recommendations are 
valid for small values of /3 which occur with small AT7 values. 

Zozulia [6] considers the viscosity to be inversely proportional 
to T (deg C) cubed in his analysis of laminar condensation of 
glycerine. He presents graphical results which demonstrate ex
cellent agreement between his analytical and experimental re
sults for the laminar condensation of glycerine with a vapor sat
uration temperature of 120 deg C and AT ranging from 64 to 101 
deg C. A comparison of Zozulia's equivalent H with results from 

equation (16) indicates agreement within 6 percent over the range 
for which his viscosity-temperature relationship is valid. In 
this condensing situation B is not small. 

The effect of temperature-dependent viscosity on the velocity 
profile is of interest in the consideration of transition from 
laminar to turbulent flow, but is not considered in this paper. 

This analytical investigation demonstrates that the effect c 
temperature-dependent viscosity on laminar condensation be
comes significant when the value of the parameter B is larger 
than 1. The recommended method for including the tempera
ture-dependent viscosity effect is to use the simpler Nusselt con
stant-property analysis with (a) viscosity evaluated at T* = 
To + C*AT, and (6) hfa replaced by h/g(l + aC). 
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Similar Solutions for Laminar Film Condensation 
with Adverse Pressure Gradients 

P. M. BECKETT1 

Steady two-dimensional laminar film condensation is investi
gated when the saturated vapor has the Falkner-Skan main
stream. Numerical solutions and approximate models are dis
cussed with reference to other published work. 

Nomenclature 

B — dimensionless parameter = R/\x 
c = length scale 

Cf = stress coefficient = n(du/dy)/ip,Um*(x)2 

cp = specific heat at constant pressure 
E = dimensionless parameter, see [ l ] 2 

h/g = latent heat of condensation 
h = thermal conductivity 

Nu = Nusselt number = x(dT/dy)/AT 
Pr = Prandtl number = fj,cp/k 
Re = Reynolds number = Um*(x)(x/v) 
R = dimensionless parameter = (v*/v3)

1/-
T = temperature 

u, v = velocity components in (x, y) directions 
Um*{x) — vapor mainstream velocity = Ua(x/c)m 

x = distance measured along wall from leading edge 
y = distance measured normal to wall 
|8 = 2m/(m + 1) 
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8{x) = thickness of condensate layer 
8i(x) = vapor displacement thickness = 

[1 - u*/Um*(x)]dy 
'S(x) 

AT = Ts - Tw 

ep = dimensionless parameter, see [1] 
T)s = dimensionless condensate thickness of Isa and Chen 
X = dimensionless parameter = (ps/us/p*/**)1/2 

IX = dynamic viscosity 
v = kinematic viscosity = /u/p 
p = density 

TW*{X) = wall shear stress for single-phase flow 
<j> = dimensionless condensate thickness 

J'5(a0 
-

0 P-

{Um*(x)/ 

X = 

Subscripts 

2vsx)1/2 | - dy 
Jo P-

dimensionless parameter cPsAT/Pishf 

s = condition at saturated vapor temperature 
w = wall 
I = interface 

Superscript 

vapor quantity 

Introduction 

T H E INTEREST in predicting heat transfer characteristics for 
laminar film condensation has recently been extended to assess 
the effects of pressure gradients within the vapor phase. Beckett 
and Poots [ l ] 2 developed so-called thin and thick film models for 

brief 
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S(x) 
Re.'A = ( m + l ) - 1 A(4 V ' 2Xx/Ao) I ' / 3 

Fig. 1 Dimensionless wal l shear and heat transfer as functions of m 
from the numerical solutions and thick film formulae (6.87) , Tw = 0 deg 
C 

the two-dimensional problem of condensation of a saturated 
vapor with general mainstream velocity Um*(x). Isa and Chen 
[2] imposed the Falkner-Skan mainstream, U,„*(x) = Ua(x/c)m, 

-but in the interesting range m < 0, which corresponds to an ad
verse pressure gradient, they provide data for only a single value 
of m and make no reference to flow separation. 

In this note, some numerical solutions to the problem con
sidered by Isa and Chen will be presented, and in the light of 
these, the models proposed in [1] and [2] will be discussed. 

The Physical Problem 

This is described for the case of a general mainstream in [1] 
and for the present configuration in [2]. Basically, a saturated 
vapor flows over a cooler wall, y = 0, condenses, and forms a con
densate film. I t is required to find the velocity distributions in 
the two phases, the temperature distribution in the condensate, 
and the location of the liquid-vapor interface, y = 5(x). 

For large Reynolds numbers, the boundary-layer approxima
tion is valid and the resulting equations admit a similar solution. 
The notation used here is identical to that in [1] except for addi
tional parameters which are introduced in order to facilitate 
comparison with the work of Isa and Chen; see also the extensive 
Nomenclature. 

Numerical Solutions 

Attention will be confined to steam-water condensation when 
Ts = 100 deg C and T„ = 0 deg C. Physically acceptable solu
tions exist only for m > mo = —0.7633. (If m < ra0, then u* > 
Vm*(x), somewhere.) The value TO = TOO corresponds to a situa
tion where Cfw is zero, indicating a separation-type velocity pro
file. The flow and heat transfer characteristics are presented in 
Table 1, from which it can be confirmed that flow reversal would 
take place in the condensate because C/mRex ' '2 tends to zero more 
rapidly than C//Rex

1/,! as TO —»• m0. 

As A77 is decreased the range of negative m for which solutions 
exist decreases, and as AT —>• 0 then m0 —*• —0.0904, which is the 
value found by Hartree [3] for the single-phase problem. 

Approximate Solutions 

For the case of slight condensation, the thin film model yields a 
solution involving TW*{X), the wall shear in the corresponding 
single-phase problem. From [3], for m > —0.0904, 

rn*{x) = ns(Uoz(l + TO)/2J/*)V^O:C(3'"-I»2 (1) 

where Ao is given for various values of m or /3 (e.g., ft = 1, A0 = 
1.2326; /? = 0.5, A„ = 0.9277; /3 = - 0 . 1 , A0 = 0.3191). 
Substitution of (1) into equation (3.18) of [1] yields the following 
approximate formulae for the flow characteristics: 

C/„Re/ / J = • v
/ 2X-Uo( l + m)1/' 

Nu R e , - 1 / * = (TO + l ) I A(4v '2XxM„)-

(2) 

Support for the validity of these is given in Table 2. Isa and 
Chen introduce slightly different parameters, R = (i>*/vs)

1/2, 
B = R/\x, and 1)5 = (m + l)l/f*<t>/R, and in terms of these the 
thin film model yields 

Hi = - (2R/BA„y/> 
it 

(3) 

From Table 3 it can be seen that there is much better corre
spondence between (3) and Isa and Chen's approximation for m 
> 0 than for m < 0. The validity of (3) has been established for 
the range Ax « 1, which corresponds to R/B <K 1, so we must 
conclude the error is mainly in Isa and Chen's results. The 
reason stems from the fact that Isa and Chen apply Pohlhausen's 
one-parameter method to the vapor flow. In the range R/B <5C 1, 
the condensate rate is slight and the vapor flow approximates to 
tha t over a rigid interface. However, it is well known, see Curie 
and Davies [4], tha t one-parameter techniques are adequate for 

Table I Flow characteristics from the numerical solution for Tw = 0 deg 
C, T„ = 100 deg C 

S(x) 

m 

1 
0 
0.1 
0.2 
0 .3 
0.4 
0.5 
0.6 
0.7 
0.75 
0.76 
0.7625 
0.7631 
0.7632 

X 
X Re*'A 

2.27 
3.22 
3.41 
3.62 
3.88 
4.20 
4.62 
5.22 
6.20 
7.14 
7.54 
7.74 
7.85 
7.92 

T Re^'A 

11.76 
5.85 
5.53 
5.21 
4.86 
4.49 
4.08 
3.61 
3.04 
2.64 
2.50 
2.44 
2.40 
2.38 

C/jae^'A 

0.0878 
0.0601 
0.0566 
0.0530 
0.0491 
0.0448 
0.0400 
0.0343 
0.0265 
0.0199 
0.0171 
0.0157 
0.0150 
0.0144 

CfrUe^h 

0.0852 
0.0588 
0.0549 
0.0515 
0.0477 
0.0436 
0.0390 
0.0337 
0.0268 
0.0214 
0.0194 
0.0185 
0.0180 
0.0176 

Nu X 
R e x - ' A 

0.531 
0.373 
0.353 
0.332 
0.310 
0.286 
0.260 
0.230 
0.194 
0.168 
0.159 
0.155 
0.153 
0.152 

Table 2 Comparison of numerical results with thin and thick film ap
proximations 

Numerical 
Thin film (2) 

AT = 0.01 deg C 

^ W A 
X 

0.148 
0.149 

AT = 0.01 deg C 

Numerical 
Thin film (2) 

Numerical 
Thin film (2) 

Numerical 
Thick film (4) 

Numerical 
Thick film (4) 

0.335 
0.335 

AT = 0.1 d e g C 
0.704 
0.731 

AT = 100 deg C 

2.27 
2.10 

AT = 100 deg C 

4.20 
3.83 

TO = 0.5 

C/u.Rez'A 

0.0132 
0.0129 

TO = -0.04692 

0.00240 
0.00232 

m = -0.04692 
0.00257 
0.00232 

m = 1 

0.0876 
0.0926 

TO = —0.4 

0.0448 
0.0507 

N u R e r ' A 

6.73 
6.70 

2.99 
2.65 

1.42 
1.37 

0.531 
0.535 

0.286 
0.292 

Table 3 The characteristic ;]S of Isa and Chen compared with the thin 
film approximation 

R = 
B = 

Isa and 
Chen 

Thin film 

2 
30.79 

- 0 . 1 
10 

151.3 
50 2 

753.5 51.64 

0.5 
10 50 

267.6 134.7 

0.321 0.0653 0.0131 0.227 0.0439 0.0087 
0.370 0.0746 0.0149 0.218 0.0432 0.0086 
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favorable pressure gradients in single-phase flow but become 
rapidly less accurate when the pressure gradient is large and un
favorable. 

When the condensation rate is heavy, Xx > 1, the thick film ap
proximations follow from the solution of equation (4.30) in [1]. 
For this case we then have 

5(x) 
Re*1/* = 2Eep~

1(n I ) - 'A 

C/ ,„ lW / ! = CftRe^A = ( T O + 1 ) ' A X M 

Nu Re*"1/* = 0.5ep(k./k„)(m + l ) ' / ! 

(4) 

where E and ep are factors which account for variable condensate 
properties, see [1]. The comparison between these and the 
numerical solutions when AT = 100 deg C in the case of con
densing steam is displayed in Fig. 1. 

Assessment of Isa and Chen's results for Xx > 1, that is, R/B 
> 1, is achieved on setting E = ep = 1 to yield constant con
densate properties. Then we have from the thick film approxi
mation tha t 7]$ = s/2/R, which is readily seen to give their re
sults for heavy condensation, even in the case of an adverse 
pressure gradient, in Table 1 of [2]. 

Conclusions 

Isa and Chen's constant-property model is applicable to favor

able pressure gradients and to adverse pressure gradients pro
vided the condensation rate is heavy. 

However, for heavy condensation the variations of thermal 
conductivity and viscosity are likely to be important factors 
and in such cases the thick film formulae (4) should be preferred. 

The thin film model is to be recommended for use in the case 
Xx <SC 1 for negative m, subject to the limitation m > —0.0904. 
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Laminar Film Condensation on the Inside of 
Slender, Rotating Truncated Cones 

P. J. M A R T O 1 

Nomenclature 

cp = specific heat of condensate 
h = average condensation heat transfer coefficient 

3 /27T ( Rt> + - sin <f> J Tw) 

k 
L 
m 

Nu 
Pr 

= latent heat of vaporization 
= thermal conductivity of condensate 
= length of condenser surface 
= mass flow rate of condensate 
= average Nusselt number, hL/k 
= Prandtl number, p.cpjk 
= heat transfer rate through condenser surface 

Ro = minimum radius of truncated cone 
Tsat = saturation temperature of vapor 
Tw = condenser wall surface temperature 

u = velocity of condensate 
x = coordinate direction along condenser surface 
y = coordinate direction normal to condenser surface 
jj, = dynamic viscosity of condensate 
v = kinematic viscosity of condensate 
p = density of condensate 
co = angular velocity of condenser surface 
<f> = half cone angle of condenser 
5 = film thickness of condensate 
Si = initial film thickness of condensate 

Smin = minimum film thickness of condensate 

Introduction 
T H E HEAT TRANSFER capability of rotating, non-capillary heat 

pipes depends primarily upon the condenser performance of these 
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Fig. 1 Coordinate system and geometry for laminar film condensation 
model showing schematic behavior of condensate film under influence of 
rotational acceleration 

devices [ l ] . 2 This performance is modeled by laminar film 
condensation on the inside of rotating truncated cones, shown 
schematically in Fig. 1. 

Laminar film condensation has been analyzed for a wide 
variety of geometrical conditions. Sparrow and Hartnet t [2] 
obtained a numerical solution for condensation on the outside of 
rotating cones which are not too slender. Their results for the 
average Nusselt number can be approximated for ordinary 
fluids by: 

Nu = 0.904 
co2 sin2 0L 4 Pr 

^P\J- B! Tw)/h fa/ 
(1) 

Dhir and Lienhard [3] studied laminar film condensation on 
axisymmetric bodies in a nonuniform gravity field. Their re
sults, when applied to the case of rotating truncated cones, yield: 

Nu = 0.904 
co2Z,27?o2 Pr 

Cp\J- SI Tw)/hf ; ) ' " 

where 

O(P) 
[(1 +/?)*/* - 1} 

VP (2 + 0) 

G(0) (2) 

(3) 

2 Numbers in brackets designate References at end of technical 
brief. 
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favorable pressure gradients in single-phase flow but become 
rapidly less accurate when the pressure gradient is large and un
favorable. 

When the condensation rate is heavy, Xx > 1, the thick film ap
proximations follow from the solution of equation (4.30) in [1]. 
For this case we then have 
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where E and ep are factors which account for variable condensate 
properties, see [1]. The comparison between these and the 
numerical solutions when AT = 100 deg C in the case of con
densing steam is displayed in Fig. 1. 

Assessment of Isa and Chen's results for Xx > 1, that is, R/B 
> 1, is achieved on setting E = ep = 1 to yield constant con
densate properties. Then we have from the thick film approxi
mation tha t 7]$ = s/2/R, which is readily seen to give their re
sults for heavy condensation, even in the case of an adverse 
pressure gradient, in Table 1 of [2]. 

Conclusions 

Isa and Chen's constant-property model is applicable to favor

able pressure gradients and to adverse pressure gradients pro
vided the condensation rate is heavy. 

However, for heavy condensation the variations of thermal 
conductivity and viscosity are likely to be important factors 
and in such cases the thick film formulae (4) should be preferred. 

The thin film model is to be recommended for use in the case 
Xx <SC 1 for negative m, subject to the limitation m > —0.0904. 
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h = average condensation heat transfer coefficient 
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= latent heat of vaporization 
= thermal conductivity of condensate 
= length of condenser surface 
= mass flow rate of condensate 
= average Nusselt number, hL/k 
= Prandtl number, p.cpjk 
= heat transfer rate through condenser surface 

Ro = minimum radius of truncated cone 
Tsat = saturation temperature of vapor 
Tw = condenser wall surface temperature 

u = velocity of condensate 
x = coordinate direction along condenser surface 
y = coordinate direction normal to condenser surface 
jj, = dynamic viscosity of condensate 
v = kinematic viscosity of condensate 
p = density of condensate 
co = angular velocity of condenser surface 
<f> = half cone angle of condenser 
5 = film thickness of condensate 
Si = initial film thickness of condensate 
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Fig. 1 Coordinate system and geometry for laminar film condensation 
model showing schematic behavior of condensate film under influence of 
rotational acceleration 

devices [ l ] . 2 This performance is modeled by laminar film 
condensation on the inside of rotating truncated cones, shown 
schematically in Fig. 1. 

Laminar film condensation has been analyzed for a wide 
variety of geometrical conditions. Sparrow and Hartnet t [2] 
obtained a numerical solution for condensation on the outside of 
rotating cones which are not too slender. Their results for the 
average Nusselt number can be approximated for ordinary 
fluids by: 

Nu = 0.904 
co2 sin2 0L 4 Pr 

^P\J- B! Tw)/h fa/ 
(1) 

Dhir and Lienhard [3] studied laminar film condensation on 
axisymmetric bodies in a nonuniform gravity field. Their re
sults, when applied to the case of rotating truncated cones, yield: 

Nu = 0.904 
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and 

L s in <j> 

Ra 
(4) 

Equation (2) predicts zero heat transfer as the cone angle <j> 
approaches zero (i.e., condensation on the inside of a rotating 
cylinder). Recently, however, Leppert and Nimmo [4, 5], in 
studying film condensation on finite horizontal surfaces, have 
shown that even when the body force is normal to the condensing 
surface a finite amount of heat transfer can occur if overfall 
drainage is permitted on the edges. The condensate film thick
ness and the resulting heat transfer is then governed by hydro
static pressure changes within the film thickness. Their results 
can be applied to condensation on the inside of a rotating cylinder 
(̂ > = 0) and are approximated by: 

Nu = 0.82 f 
a ) 2 L 2 & 2 Pr 

Cp(Tsnt — Tw)/hfg 

'A 
(5) 

The purpose of this work is to establish a solution for film con
densation on the inside of slender, rotating truncated cones in 
the region where the half cone angle <f> is close to zero and where 
equation (2) is no longer valid. 

Analysis 

All the familiar assumptions used in Nusselt's theory of laminar 
film condensation are assumed valid, including negligible sub-
cooling and momentum changes in the condensate film, no inter-
facial shear between the condensate and the vapor, and pure 
conduction within the condensate film. In addition, the centrif
ugal acceleration is assumed to be much larger than the normal 
acceleration of earth gravity, the thickness of the film is much less 
than the radius of the condenser wall, and the vapor space is 
essentially stagnant. I t is further assumed that the truncated 
end of the condenser is insulated. The above assumptions limit 
the analysis to ordinary fluids; the results therefore are not valid 
for liquid metals. 

For this case, the condensate film is pictured schematically in 
Fig. 1. Notice that the condensate has an initial thickness <5; as 
well as a minimum thickness 5mi„ which occurs at the end of the 
condenser. 

Using a hydrostatic pressure variation within the condensate 
film (due to centrifugal acceleration), together with the z-diree-
tion momentum equation, an expression for the condensate film 
velocity can be found as: 

pa>2 

Sy -f) (Ro + x sin <j> — 8 cos 4>) 

( • A A , d b \ 
I sin <p — cos <p — I 
\ dx/ 

(6) 

In the above derivation, surface tension forces due to the 
curvature of the liquid-vapor interface have been neglected. 
The analysis is therefore restricted to practical applications where 
the cone dimensions are not very small. 

Continuity requires that 

•r 
Jo 

pu2ir(Ro + x sin <f> — y cos 4>)dy 

2TTP2CO2 , , . . « . / d8 
m = < (Bo + x s m 4> — o cos <f>) ( s in <p — cos <b — 

M l \ ax 

X ( - [Ro + x sin <j>] - ^ 5i cos 0 )} (7) 

An energy balance on a differential element of height 5 and 
length dx yields: 

1600 

•COMPUTER SOL'N 

DHIR a LIENHARD,EQ'N(2) 

O LEPPERT S NIMMO,EQ'NIS 
3000 RPM 

600 RPM 

WATER 

R0= 0.75in 

L =!0.0in 

.025 

ft - L sin{6 

Fig. 2 Results of computer solution for water condensing at 212 deg F 

dq 

dx 
2THR0 + x sin 4>)(Tmt ~ T„) = hf 

dm 

dx 
(8) 

When equation (7) is substituted into the right side of equation 
(8), a second-order nonlinear differential equation for the film 
thickness 8 is obtained. The initial conditions are 

at x 0, and — = tan < 
dx 

(9) 

The second condition above is a consequence of the velocity u 
being zero at x = 0, equation (6). 

Results and Discussion 

A Runge-Kut ta numerical integration scheme was used to 
solve for 8(x) and q using an I B M 67 digital computer. An 
initial condensate thickness 8, was assumed in order to start the 
integration. The final condensate thickness 5mi„ was then com
pared to a suitably chosen film thickness determined by the over
fall condition around the exit corner. As shown by Leppert and 
Nimmo [6], however, the heat transfer results are insensitive to 
an exact overfall condition, provided that Smin < 0.4 <5;. 

Results for a specific geometry are given in Fig. 2 for water 
condensing at 212 deg F on a condenser wall maintained at 70 
deg F. The computer solution agrees favorably with the Leppert 
and Nimmo solution, equation (5), when /? = 0 (i.e., <f> = 0), and 
also with the Dhir and Lienhard solution, equation (2), for fi > 
0.025. I t is interesting to note tha t equation (2) accurately pre
dicts the average Nusselt number even down to very small half 
cone angles, which for practical applications are indistinguish
able from zero. This is particularly so at higher rpm, when the 
film thickness profile becomes flatter. 
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k Theoretical Analysis of the Recovery 
Factor for High-Speed Turbulent Flow 

L. C. THOMAS1 and B. T. F. CHUNG2 

Introduction 

T H E recovery factor R for turbulent high-speed flow is fre
quently expressed by a relationship of the form [1]3 

R = Pr1/3 (1) 

Experimental data for turbulent boundary-layer and tube flow of 
air generally are in support of this relationship [2-4]. A semi-
empirical formulation also has been proposed for the recovery 
factor by Rot ta [5] which is in agreement with equation (1). 
This f ormulation is based on the usual eddy-diff usivity approach 
to turbulence. 

In order to provide additional insight into the effects of viscous 
dissipation, a very simple and straightforward formulation is 
now presented for the recovery factor on the basis of the surface-
renewal-and-penetration model. This model was first set forth by 
Danckwerts [6] for turbulent mass transfer at a fluid-fluid inter
face, but has been subsequently adapted to a broad range of tur
bulent transport processes for fluid-solid interfaces [7-12]. The 
elementary surface-renewal-and-penetration model is based on 
the assumption that eddies intermittently move from the turbu
lent core into the close vicinity of the transport surface. During 
the residency of elements of fluid at the surface, simple one-di
mensional unsteady molecular transfer is assumed to occur. 

Analysis 

The adaptation of the surfaoe-renewal-and-penetration model 
to high-speed heat transfer with viscous dissipation involves an 
energy equation for individual elements of fluid at the surface of 
the form 

VdT J _ dw»~| _ b_ I 
pCv\_b6 + 2c, ddj ~ by \ dy/ dy\ dyj 

8 represents the instantaneous contact 
momentum equation can be written as 

time. Similarly, the 
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Fig. 1 Computations based on equation (7) 

adiabatic wall condition; the parameter Ti represents the eddy 
temperature at the instant of renewal. 

The solution of these equations for Taw can readily be obtained 
by the use of the familiar Boltzmann transformation rj = y/\/^$. 
Accordingly, equations (2) and (3) can be written in terms of i;, 
with the assumption of constant properties, as 

r 
Pr , 

+ — r,4>' + 2 Pr = 0 (4) 

with i/<{ oo} = 0 and ^'{o} = 0, where \p = 2cp(T - Tt)/UJ 
and primes denote derivatives with respect to r\. The solution 
of this system of equations takes the form 

2 P r 
\J 77 

exp 

(?v)' — I exp I —- tf 1 drj dr, (5) 

Hence the adiabatic wall temperature r o »(0) can be found from 
equation (5) by setting r\ in the final integration to zero. 

An expression for the instantaneous velocity profile within the 
wall region can be obtained by the solution of equation (3) with 
initial and boundary conditions of the form u{0, y} = Ui, 
u{6, co j = Ui, and u{6, 0} = 0, where Ui represents the eddy 
velocity at the instant of renewal. The solution takes the form 
[7,8] 

Ui e r t 2V7e 
(6) 

such that u'/U«, = {Ui/Ua) exp (-rjy^/s/ir. The use of 
this relationship for u' in equation (5) leads to an expression for 
the adiabatic wall temperature of the form 

The solution of these equations with initial boundary conditions j , fr,\ _ 
of the form T{0, y} = Ti} T{B, CO} = Ti, and -KdT{d, 0}/by W 

= 0 provides an expression for the temperature profile Taw for an 

2 P r 
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(0/;w-¥) 
dV (7) 

The results of the numerical integration of equation (7) are 
shown in Fig. 1. These computations are seen to be correlated 
by an expression of the form 

lM0) (0 — (8) 
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Hence, a relationship for the recovery factor can be written on 
the basis of this analysis as 

22 = 
2cp[Tav,(P) - Ta] 

UJ m 2 (T — T) 
pr0.363 _ 2Cp JJ 2 ~ 0) 

Discussion 

This analysis provides an expression for the recovery factor for 
turbulent flow in terms of the parameters Ti and U,. For fluids 
other than liquid metals, Ti can be approximated well by T„\ 
XJi can be reasonably set equal to Um [11]. With these substitu
tions, equation (9) becomes 

R = Pr»-: (10) 

This expression is seen to be in excellent agreement with equation 

(D-
I t should be noted that the present analysis is restricted to 

fluids with moderate values of the Prandtl number (0.5 < P r < 
5.0) as well as to the case of uniform properties. For high-
Prandtl-number fluids the thermal resistance associated with un-
replenished fluid at the surface becomes important [12], whereas 
the molecular transport to eddies moving toward the wall sig
nificantly affects Ti for low-Prandtl-number fluids [10]. In re
gard to the assumption of uniform properties, Kays [1] has re
ported that the effect of temperature variation of properties on R 
for laminar boundary-layer flow is negligible. Further, Deissler 
[13] found that the effect of radial variation of properties on the 
turbulent fully developed velocity-temperature profiles and re
covery factors for subsonic adiabatio flow is negligible. The 
agreement of the present predictions with the empirical formula
tion given by equation (1) indicates that the assumption of uni
form properties is reasonable. 
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Local Heat Transfer around a Cylinder at 
Low Reynolds Number 

K. M. KRALL1 and E. R. G. ECKERT2 

T H E present brief reports results of a study to measure local 
heat transfer around a circular cylinder at low Reynolds numbers 
in transverse flow of air at a low Mach number (approximately 
0.2). The experiments were carried out in a low-density-flow 
channel specifically designed for this investigation, Fig. 1. The 
channel is an open system drawing air from the laboratory room. 
A 20 percent open porous plate and two fine-mesh screens re
duced the turbulence and made the flow uniform and equalized 
the flow in the test chamber. The air was then accelerated in a 
nozzle with square cross section ( 3 X 3 cm) especially designed 
to minimize boundary-layer growth. The resulting velocity 
distribution in the test section was probed for cylinder Reynolds 
numbers between 10 and 4610. At the lowest Reynolds number 
the boundary layers were found to increase the core velocity by 
10 percent. With increasing Reynolds number the boundary 
layer became rapidly thinner. The test cylinder which spanned 
the test section had a diameter of 4.73 mm (3/i6 in). I t was 
manufactured from 302 stainless-steel shimstock 0.0254 mm 
(0.001 in.) thick. A uniform heat flux from the cylinder wall 
to the air stream was approximated by Ohmic heating. The 
shimstock was electrically tested and the local resistivity was 
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Fig. 1 Sketch of experimental facility 

found uniform within 1 percent. Two bus bars were soldered 
to each end of the cylinder and electrical power leads were at
tached to them. A single thermocouple of 0.0254-mm iron-
constantan wires was attached to the inside wall such that it 
was electrically insulated from the cylinder wall. The local 
temperature was measured by rotating the test cylinder around 
its axis. Thermocouples affixed to the bus bars were used to 
estimate axial heat-conduction losses. A more extensive dis
cussion of the test setup and the test cylinder is contained in [ l ] . 3 

A local Nusselt number Nu was evaluated from the equation 

Nu = 
qd 

k«, (tw - U) 
(1) 

in which d denotes the cylinder diameter, h„ the free-stream 
conductivity, q the heat flux per unit area, tw the local wall sur
face temperature, and t, the free-stream recovery temperature. 

3 Numbers in brackets designate References at end of technical 
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0.2). The experiments were carried out in a low-density-flow 
channel specifically designed for this investigation, Fig. 1. The 
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found uniform within 1 percent. Two bus bars were soldered 
to each end of the cylinder and electrical power leads were at
tached to them. A single thermocouple of 0.0254-mm iron-
constantan wires was attached to the inside wall such that it 
was electrically insulated from the cylinder wall. The local 
temperature was measured by rotating the test cylinder around 
its axis. Thermocouples affixed to the bus bars were used to 
estimate axial heat-conduction losses. A more extensive dis
cussion of the test setup and the test cylinder is contained in [ l ] . 3 

A local Nusselt number Nu was evaluated from the equation 
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in which d denotes the cylinder diameter, h„ the free-stream 
conductivity, q the heat flux per unit area, tw the local wall sur
face temperature, and t, the free-stream recovery temperature. 
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Fig. 3 Local Nusselt numbers around the circumference of a cylinder 
heated to uniform heat flux in cross flow of air 

A Reynolds number Re is defined as 

pUd 
Re = - — (2) 

with ju co denoting the free-stream viscosity. The mass flow rate 
pU was obtained from the measurements with the flow meter, 
and the test-section area and was corrected for the boundary-
layer effects. An error analysis of the measured and derived 
quantities is contained in [1]. 

Measured local Nusselt numbers defined by equation (1) are 
plotted in Figs. 2-4 against angular position measured from the 
forward stagnation line. The distribution of the Nusselt numbers 
varies with Reynolds number, reflecting the change of the flow 
around the cylinder from viscous attached flow, to separation 
with two symmetrical vortices attached to the downstream side 
of the cylinder, to the development of a vortex street. 

The only known data on local heat transfer to an air stream 
at low Mach number are reported in [2], while [3] is also con
cerned with local heat transfer bu t in a supersonic rarefied gas 
stream. Computed values of local Nusselt number to air at low 
Reynolds numbers have been reported in [4]. Whereas [2] is 
concerned with a cylinder of uniform wall temperature, the analy
sis in [4] considers as boundary conditions uniform heat flux 
as well as uniform wall temperature. A comparison of these 
data is presented in [1], Agreement of corresponding local 
Nusselt numbers is fair, probably due to the difficulty of per
forming local measurements at these low Reynolds numbers. 
I t is, however, demonstrated that the Nusselt-number distribu
tions on the upstream half of the cylinder are fuller for uniform 
heat flux than for uniform wall temperature. 
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Fig. 4 Local Nusselt numbers around the circumference of a cylinder 
heated to uniform heat flux in cross flow of air 

T-n-r, r—, , | 

20 50 100 200 500 1000 2000 5000 10000 
Re 

Fig. 5 Stagnation-line Nusselt numbers Nu s t ; l E and average Nusselt 
numbers Nu as function of Reynolds number for uniformly heated cylinder 
in cross f low of air 

Nusselt numbers Nu averaged over the cylinder surface were 
also computed from the data with the equation 

They are plotted in Fig. 5 as open symbols and compared with 
the equation Nu = 0.43 + 0.48 Re1/2 which holds for isothermal 
cylinders according to [5]. The measured Nusselt numbers are 
an average of 7 percent higher, which is probably due to the 
uniform-heat-flux condition. Local Nusselt numbers measured 
at the stagnation line of the cylinder are also inserted in Fig. 5 
as full symbols and compared with the relation Nu = 0.95 Re1 '2 

[6]. I t can be observed that the agreement is very good, es
pecially at the larger Reynolds numbers. 
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Introduction 

I N THE APPLICATION of Monte Carlo computer techniques to 
the study of problems in the free molecular flow regime, the 
analogy between radiation heat transfer with diffuse emissions 
and the free molecular flow field allows one to use the radiation 
configuration factors as a test on the operation of the Monte 
Carlo program. For a recent study we were examining a source 
plane which was an annular ring of arbitrary radius around a 
sphere with the center of the disc coincident with the center of 
the sphere. A search of the literature did not provide the radia
tion configuration factor for this geometry, which would have 
helped in determining the correctness of the programming of the 
problem. Since other indicators seemed to verify the correct 
operation of the program, the program was used to calculate the 
radiation configuration factors. 

The purpose of this note is to add to the literature the radiation 
configuration factors for annular rings with respect to a sphere. 

Approach 

The Monte Carlo techniques used to determine radiation con
figuration factors are simple and have been described adequately 
in the literature. For convenience, only one side of the ring was 
considered to emit and only the hemisphere associated with that 
side of the ring was tested. The configuration factors for both 
sides of the ring with respect to the total spherical surface (or 
sectors) are identical for those given for the one side. Each 
point presented was obtained by using a sample size of 10,000 
paths (except for the case H/Rs = 1.0, where the sample size was 
60,000). Radius ratios (outer radius of ring/radius of sphere) up 
to five were considered. (The inner radius of the ring is identical 
to the radius of the sphere.) 

The hemispherical sectors considered are designated by the 
height H above the ring, Fig. 1. Of course, for each radius Rd 
there is some height H above which no portion of the ring surface 
can "see" the sphere. The location of this height H for the ring 
radius Rd is shown in Fig. 2. 
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Fig. 2 Max imum sector height for annulus-to-hemisphere interaction 

Fig. 3 Configuration factors from annulus to hemisphere for various 
radius ratios 

Results 

In Table 1 the radiation configuration factors are given for six 
different hemispherical sectors where the angle a is measured as 
indicated in Fig. 1. For the case of a = 90 deg, these data 
are shown graphically in Fig. 3. The value of the configuration 
factor for Rd/R, = 1.0 is 0.5, which was not determined by the 
Monte Carlo program but by simple deductive arguments. I t 
is evident from the table tha t for radius ratios up to 2.0 the major 
contribution to the value of the configuration factors is the area 
of the spherical sector with H = 0.259 R.. Using Table 1 and 
Fig. 2, one could construct configuration factors for areas of 
spherical sectors with bases Hi and Hs (i.e., between Hi = 0.259 
Rs and Hj = 0.500 R,) with respect to the ring. While the gen
eral trend of such exercises seems to be correct, the scatter in the 
data for these small sample sizes does not support that type of 
analysis. I t is believed that with the sample size of 60,000 paths 
from the ring to the hemisphere the data are accurate to about 
± 2 percent. For the sample sizes of 10,000 paths, the data are 
accurate only to about ± 5 percent. For example, in Table 1, 
for Rd/R„ = 1.5 and H/Rs = 0.707 and greater, the configuration 
factors vary from 0.150 to 0.169, although the geometry of the 
system would indicate that these four factors should be the same. 
This much scatter in a Monte Carlo analysis is typical for this 
application and small sample sizes. Increasing the same size to 
100,000 paths should increase the accuracy of the data to near ± 
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Table 1 Radiation configuration factors for annular rings to a hemi 
spherical section of height H 

H/B. 

td/R, 

1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2 .0 
2 .2 
2 .4 
2 .6 
2 .8 
3.0 
3.2 
3.4 
3.6 
3.8 
4 .0 
4 .2 
4 .4 
4 .6 
4 .8 
5.0 

.259 
(a = 
15°) 

.293 

.227 

.184 

.149 

.129 

.109 

.091 

.079 

.071 

.061 

.046 

.040 

.036 

.030 

.027 

.022 

.019 

.018 

.015 

.014 

.011 

.013 

.012 

.009 

.008 

.500 
(« = 
30°) 

.301 

.242 

.206 

.178 

.157 

.144 

.117 

.109 

.096 

.090 

.070 

.061 

.052 

.043 

.040 

.033 

.031 

.030 

.021 

.023 

.020 

.018 

.017 

.015 

.013 

.707 
(a = 
45°) 

.307 

.246 

.208 

.182 

.169 

.141 

.127 

.115 

.103 

.094 

.077 

.065 

.058 

.047 

.041 

.040 

.034 

.025 

.023 

.028 

.022 

.022 

.020 

.020 

.016 

.866 
(« = 
60°) 

.296 

.249 

.203 

.180 

.150 

.143 

.125 

.110 

.106 

.089 

.076 

.068 

.059 

.051 

.046 

.038 

.035 

.033 

.030 

.026 

.024 

.022 

.020 

.020 

.016 

.966 

(« = 
75°) 

.302 

.245 

.207 

.188 

.156 

.142 , 

.131 

.108 

.102 

.094 

.076 

.065 

.060 

.052 

.045 

.039 

.037 

.032 

.028 

.026 

.023 

.023 

.025 

.018 

.018 

1.0 
(a = 
90°) 

.300 

.245 

.209 

.182 

.160 

.143 

.126 

.112 

.103 

.093 

.076 

.066 

.059 

.049 

.045 

.039 

.035 

.032 

.027 

.027 

.024 

.022 

.022 

.019 

.017 

1 percent. Computer time availability did not permit the larger 
sample sizes. 

This note adds a new geometry to the general literature on 
radiation configuration factors. The limitations on the use of 
the data and the accuracy of the calculations have been explained. 

The Radial Radiative Heat Flux in a Cylinder 

D. K. EDWARDS1 and A. T. WASSEL2 

Nomenclature 

By • 

c 
D„ 

h 

h 
k 

<b> 

', r« 
R 
T 
x 
a. 

y, y , y = 

v = 

black-body spectral intensity 
velocity of light 
cylindrical exponential integral 
Planck constant 
spectral intensity 
Boltzmann constant 
spectral absorption coefficient 
spectral radial radiant heat flux 
local radius 
tube radius 
absolute temperature 
independent variable 
variable of integration; angle from radial direction 

to the true line of sight measured in a plane 
parallel to the tube axis, see [2] 

angle in the cross-sectional plane from the radia. 
direction to the projected line of sight, see Fig. 1 

wavenumber, reciprocal wavelength 
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Fig. T 

I N INVESTIGATING radiative transfer in a nongray cylindrical 
medium, it has been found that some authors [1, 2]3 have ap
proximated the local radial heat flux without discussing the na
ture of the approximation used. I t is the purpose of this note to 
do so and to show quantitatively the magnitude of error which 
results for an optically thin isothermal gas. 

Consider a cylindrical gas volume of radius R with temperature 
distribution Tir') in local thermodynamic equilibrium so that 
the local black-body source intensity is 

Bv{r') = 
2hcW 

j t o / W M _ 1 (1) 

The net radial radiative flux at radius r can be written in the fol
lowing form: 

IT/2 

q*(r) = 4 i cos 7 
7 = 0 ^ L \ W r sin 7 

kvdr' 

= 4 f* cos 7 {*,,(«) Ds(i f 
J 7 = 0 (. L \ Wrs i i 

rr ) f kjr')\ D(CB k-dr'\ 
J r r i n j " \cos -y'J yl 3\Jr C O S T ' / 

j>ur h^dr" \ Bykydr' 

cos y I cos 7 

+ f. a({J" +/"' }•££ 
«/ ?• sin 7 \ \*f r sin y *J r sin 7/ * ' 

+ 1 A f I 
*j r sin 7 \J r' 

Bvkvdr' 

cos 7 ' 

kvdr" \B„kvdr' 

cos 7 " 7 cos 7 ' 

where 

cos 7 ' = [1 — (r/r'^sm1 y]1/-

c o s 7 " = [1 - (r /r")2sin27]V= 

'IT/2 

Dn{x) 
/ ; 

cos" la. exp ( — .-E/COS a)da 

dy (2) 

(3a) 

(36) 

(4) 

Equation (27) of [2] and equation (1) of [1] both omit the primes 
on y' and 7 " and show the cos 7 ' and cos 7 " terms as factorable 
from within the integrals. Thus those equations can be regarded 
as only approximations. 

For an understanding of the nature of the approximations, it 
need only be noted that the quantity dr'/cos 7 ' or dr"/cos 7 " is 
an incremental length on a line inclined angle 7 in the plane of 
the cylinder cross section from the original radial direction. 
Figure 1 indicates this true path AB and the approximate one 
AB' with constant 7 for the integration from r sin 7 to )\ Note 
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1 percent. Computer time availability did not permit the larger 
sample sizes. 

This note adds a new geometry to the general literature on 
radiation configuration factors. The limitations on the use of 
the data and the accuracy of the calculations have been explained. 
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For an understanding of the nature of the approximations, it 
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an incremental length on a line inclined angle 7 in the plane of 
the cylinder cross section from the original radial direction. 
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that the approximate path is considerably shorter. Contribu
tions to the outward flux from the vicinity of r' = r sin y are 
considerably underestimated, while those from the neighborhood 
0f r itself are correctly evaluated. I t is thus strongly suggested 
that the approximation made in [1, 2] will be inconsequential in 
the optically thick limit, since only the nearby elements will con
tribute to the flux. In the optically thin limit, it appears tha t 
considerable error will occur in using paths such as AB' instead 
0f AB in Fig. 1. 

As a test of this reasoning, the optically thin limit was inves
tigated. For convenience, a homogeneous isothermal medium 
bounded by a diffuse wall was assumed. In the homogeneous 
case the integrals are easily evaluated, particularly in view of Fig. 
I, Furthermore, the Dn(x) functions for small argument can be 
written as 

D2(x) = 1 - W x + 0(a;2) (5a) 

D3(x) = ^ - x + 0(z2) (56) 
4 

With neglect of terms of order (kvRY and smaller, equation (2) 
reduces to 

q„{R) = (.*BP - irIv){2kvR) (6) 

Similarly, the approximation of setting -y' = -y" = y yields 

g„(fl) = {wBv - wI,)(2k,R) ( 2 - - ) (7) 

Optical Measurements in a Pulsating Flame 

D. DURAO,1 F. DURST,2 and J. H. WHITELAW1 

Introduction 

Tins paper is concerned with an experiment devised to allow 
an assessment of the viability of laser anemometry for measure
ments of instantaneous velocity in combustion systems, and 
thereby to lay the foundation for its use in the investigation of 
combustion instabilities such as those considered in [1-3].3 The 
experiments described in [1-3] did not make use of laser anemom
etry and were limited in accuracy because of the high temper
atures. To permit the attainment of the present objective, 
combustion instabilities were introduced by periodically supply
ing the gas to the burner; the frequency was chosen to accord 
with those observed in [4] in a premixed flame which did not have 
imposed fluctuations. Measurements of instantaneous velocity 
were effected in the resulting oscillating flame with the laser 
anemometer. Cinematography was employed to assist the phys
ical interpretation of the measurements. 

Equipment 

The burner tube was 12.5 mm inside diameter by 15 mm out
side diameter and 940 mm long. I t was connected to a poly
thene tube through which methane flowed. The polythene tube 
was squeezed at predetermined and constant frequencies by a 
motor-driven cam, thereby interrupting the flow and causing 

1 Department of Mechanical Engineering, Imperial College of 
Science and Technology, London, England. 

2 Department of Mechanical Engineering, Imperial College of 
Science and Technology, London, England; presently at University of 
Karlsruhe, Germany. 

3 Numbers in brackets designate References at end of technical 
brief. 

Based on a paper contributed by the Heat Transfer Division of THE 
AMERICAN SOCIETY OP MECHANICAL ENGINEERS and presented at the 
AIChE-ASME Heat Transfer Conference, Denver, Colo, August 6-9, 
1972, as Paper No. 72-HT-8. Manuscript received by the Heat 
Transfer Division August 1, 1972. 

Note that equation (6) agrees with the well-known result that 
the geometric mean beam length for a cylinder is just the diame
ter 2R, e.g., [4]. 

The approximate result is significantly in error, underestimat
ing by 4/7r — 1 = 27 percent. Similar analysis can show that 
the error in the optically thin limit is constant for all radii. 

In conclusion, it is pointed out that the approximation made 
in [1, 2] is significantly in error for optically thin conditions but 
appears to be valid for optically thick situations. The approxi
mation for Dt(x) introduced in [1] stands apart from the approxi
mation of taking y' = y" = y discussed here and is indeed a 
quite useful relationship [5]. 
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the flame to oscillate. The resulting flame was photographed 
using a Bolex 16-mm camera run at 64 frames/sec with Kodak 
4-K film. 

Details of the general arrangement of the laser-anemometry 
system are available in [5-8] and only the essential details need 
be repeated here. A 5-mw He-Ne laser, an integrated optical 
unit operating in the fringe mode, a light-collecting system, and 
a photomultiplier formed the optical arrangement and were 
secured to an optical bench. The burner tube was fixed to a 
cathetometer which was located on a milling table and could be 
traversed in the vertical and horizontal planes. The fringe-
mode optics produced approximately 125 fringes and the light-
collecting system allowed the photocathode to see only the center 
100 fringes. The resulting measuring-control volume was ap
proximately 0.5 mm long by 100 /xm in diameter. To increase 
the number of scattering centers available, atomized silicone-oil 
particles were added to the gas stream in a concentration suffi
cient to produce slightly fewer than one particle in the control 
volume at all times. This concentration of silicone-oil particles 
had no influence on the observed flame height. 

The signal-analysis system made use of a prototype of the 
DISA frequency-tracking demodulator and permitted measure
ment of the instantaneous Doppler signal frequency, which is 
linearly proportional to instantaneous velocity, see [9]. The 
time-averaged velocity was obtained from an integrator and rms 
meter; integration times were always long compared with the 
oscillation period. 

Results 
Representative samples of the results obtained from the pres

ent experimental program are shown in Figs. 1 to 3. 
Figure 1 presents three sequences of film obtained for flames 

with different exit velocities, with the gas stream fluctuating 
at a frequency of 12.5 Hz and with an rms amplitude correspond
ing to 12 percent of the center-line exit velocity. Two of the 
flames are clearly laminar and the third transitional with the 
turbulent region attained within 10 diameters of the burner exit. 
The unstable nature of the combustion for each flame is clearly 
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that the approximate path is considerably shorter. Contribu
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With neglect of terms of order (kvRY and smaller, equation (2) 
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q„{R) = (.*BP - irIv){2kvR) (6) 

Similarly, the approximation of setting -y' = -y" = y yields 

g„(fl) = {wBv - wI,)(2k,R) ( 2 - - ) (7) 
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Introduction 

Tins paper is concerned with an experiment devised to allow 
an assessment of the viability of laser anemometry for measure
ments of instantaneous velocity in combustion systems, and 
thereby to lay the foundation for its use in the investigation of 
combustion instabilities such as those considered in [1-3].3 The 
experiments described in [1-3] did not make use of laser anemom
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Equipment 
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Note that equation (6) agrees with the well-known result that 
the geometric mean beam length for a cylinder is just the diame
ter 2R, e.g., [4]. 

The approximate result is significantly in error, underestimat
ing by 4/7r — 1 = 27 percent. Similar analysis can show that 
the error in the optically thin limit is constant for all radii. 
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in [1, 2] is significantly in error for optically thin conditions but 
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quite useful relationship [5]. 
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cathetometer which was located on a milling table and could be 
traversed in the vertical and horizontal planes. The fringe-
mode optics produced approximately 125 fringes and the light-
collecting system allowed the photocathode to see only the center 
100 fringes. The resulting measuring-control volume was ap
proximately 0.5 mm long by 100 /xm in diameter. To increase 
the number of scattering centers available, atomized silicone-oil 
particles were added to the gas stream in a concentration suffi
cient to produce slightly fewer than one particle in the control 
volume at all times. This concentration of silicone-oil particles 
had no influence on the observed flame height. 

The signal-analysis system made use of a prototype of the 
DISA frequency-tracking demodulator and permitted measure
ment of the instantaneous Doppler signal frequency, which is 
linearly proportional to instantaneous velocity, see [9]. The 
time-averaged velocity was obtained from an integrator and rms 
meter; integration times were always long compared with the 
oscillation period. 

Results 
Representative samples of the results obtained from the pres

ent experimental program are shown in Figs. 1 to 3. 
Figure 1 presents three sequences of film obtained for flames 

with different exit velocities, with the gas stream fluctuating 
at a frequency of 12.5 Hz and with an rms amplitude correspond
ing to 12 percent of the center-line exit velocity. Two of the 
flames are clearly laminar and the third transitional with the 
turbulent region attained within 10 diameters of the burner exit. 
The unstable nature of the combustion for each flame is clearly 
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Fig. 3(0) Instantaneous signal corresponding to exit center-Jino velocity
of 1.6 mlsec and xlo of 0.5

Fig. 2 Mean velocity profiles corresponding to exit center-line velocity
of 1.6 mlsec; frequency signal is 12.5 Hz

Fig. 3(b) Velocity probability density distribution corresponding to the
center line of the 1.6-mlsec flame and x/o of 0.5

served for the lower velocity flame. Of course, as is shown in
Fig. 3(a), the instantaneous velocity reveals the presence of the
fluctuations. Probability density distributions similar to that
displayed in Fig.3(b), but with two single peaks, were previously

(e)(b)(a)

Fig. 1 Photographic record of flame with exit -center-line velocity; (a)
0.8 m/sec. (b) 1.6 m/sec. (e) 4.0 mlsec

demonstrated. In each case the frequency of the imposed fluctu
ation was the same and may be identified from the increase in
the distance between the maxima in flame diameter, correspond
ing to the· increase in exit velocity. The process of the flame
breaking up and reforming can also be readily identified.

Measurements of mean velocity obtained with the laser ane
mometer are shown on the right-hand side of Fig. 2 and corre
spond totheflameshowninFig.l(b). The measurements on the
left-hand side of Fig. 2 correspond to the flame in the absence of
the imposed fluctuation. The measurements on the left-hand side
were obtained with an integration time of 2 sec and those on the
right-hand side with 10 sec. Clearly the two sets of results are
identical and correspond to those of a laminar jet formed from
a fully developed laminar pipe flow; a similar conclusion may be
shown from measurements obtained in the flame corresponding
to Fig. l(a). Detailed measure.ments were not attempted in the
flame corresponding to Fig. 1(c), but it is clear that the symmetry
of Fig. 2 did not exist in the downstream region due to the earlier
transition brought about by the imposed fluctuations.

Traces of the demodulated instantaneous signal frequency,
corresponding to the instantaneous longitudinal velocity com
ponent, were photographed on a storage oscilloscope, and Fig.
3(a) displays one such trace measured in the flame shown in Fig.
l(b). This trace shows the imposed fluctuation of 12.5 Hz. The
intermediate lower amplitude signal stems from the elastic nature
of the tube upon which the cam acted. Figure 3(b) displays a
probability density distribution corresponding to the measure
ment of Fig. 3(a). The finite width of this distribution is caused
by the periodically imposed fluctuation and the four peaks from
the large and small amplitude signals of Fig. 3(a).

The results displayed in Fig. 2 clearly show that within the
range of measurement the imposed fluctuations did not influence
the mean flow of this laminar flame; the same situation was ob-
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observed in [8]. I t is probable that this corresponds to sinusoidal 
velocity fluctuations in the neighborhood of the flame front. 
Sinusoidal instantaneous velocity fluctuations have subsequently 
been observed in the neighborhood of flame fronts [4] and the 
present measurements confirm the reliability of the equipment 
used to obtain them. The principal alternative means of mea
suring instantaneous velocity, hotwire anemometry, does not 
allow the velocity and temperature response to be adequately 
separated, as was demonstrated in [10]. 

The present measurement did not extend to large value of x/D, 
due partly to the evaporation of the silicone-oil droplets. To 
achieve measurements at larger values, an alternative source of 
particles must be devised to generate submicron nonevaporating 
particles suitable for scattering light. In addition, these particles 
must not significantly influence the chemical kinetics of the 
combustion process. The present frequency-tracking demodu
lator is unable to follow signals with a maximum frequency varia
tion in excess of 70 percent of the center frequency. A similar 
limitation is likely to apply to all frequency trackers, and fre
quency shifting must be incorporated to overcome it. 

Acknowledgment 

The present work was carried out with the financial support 
of an S.R.C. research grant. One of the authors (D. Durao) 
is the recipient of a NATO grant obtained from Junta Nacional 

Refrigerant-Water Scaling of Critical Heat Flux in 
Round Tubes—Subcooled Forced-Convection Boiling1 

J. C. PURCUPILE,2 L. S. TONG,3 and S. W. GOUSE, Jr.4 

Subcooled, critical heat-flux test data on refrigerant R-ll flowing 
vertically in a uniformly heated circular tube is reported. Using the 
data reported by Coeffield for R-113, a method is presented for ob
taining a direct heat-flux scaling factor between refrigerant and water 
with the same geometry, mass velocity, and local flowing quality 
when the pressure is adjusted so that the liquid-to-vapor density ratios 
are equal in both systems. 

Nomenclature 

D = inside diameter, ft 
0 = mass velocity, lb,„/hr-ft2 

h/g = latent heat of vaporization, Btu/lb,„ 
X = flowing equilibrium quality, defined in subcooled region 

as Hb — HJhjg 
q = critical heat flux, Btu/hr-ft2 

a = void fraction 
£1 = viscosity, lb,„/hr-ft 
p = density, lb,„/ft3 

Subscripts 

I = liquid 
s = saturation condition associated with exit pressure 
v = vapor 

exit = exit condition 
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Introduction 

RECENTLY there has been great interest in scaling critical heat 
flux in water with a fluid that is similar to water. The fluids 
usually chosen for this scaling are refrigerants, because: 

1 The required operating temperature and pressure are low. 
2 The low latent heat reduces the power required to 5 to 10 

percent of that of an equivalent water test. 
3 Refrigerants have already been used extensively in the 

air-conditioning industry and data are available on their thermo
dynamic and transport properties. 

In the subcooled region, the direct heat-flux scaling method is 
suggested to replace the Stevens-type [ l ] 5 mass-velocity scaling 
factor because the critical quality is insensitive to change of the 
mass velocity at high subcoolings. 

New experimental C H F data for refrigerant R - l l in the sub
cooled boiling region are presented, and the use of the model de
veloped by Purcupile and Gouse [4] is demonstrated to directly 
scale C H F between water and refrigerant R-113. 

Experimental 

The test section consisted of a 0.625-in-OD by 0.491-in-ID by 
44-in-long tube. C H F was detected with 13 chromel-constantan 
thermocouples mounted on the outside of the tube. To eliminate 
flow instabilities, the pressure drop across the throttle valve was 
always at least five times greater than the pressure drop across 
the test section. The ambient heat loss was experimentally de
termined by performing heat balances at various test-section tem
peratures. The tests were conducted by setting the loop at the 
required pressure, temperature, and flow. The power to the 
test section was then increased in small increments until a tem
perature excursion was noted. The values of the temperature, 
pressure, flow rate, power, and pressure drop just prior to C H F 
are recorded as the C H F conditions. 

The flowing quality of CHF was calculated by adding the heat 
input to the inlet enthalpy. The fluid transport properties at 
the saturation temperature associated with the outlet pressure 
were used in all calculations. 
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brief. 

Journal of Heat Transfer MAY 1 9 7 3 / 279 

Downloaded 26 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



observed in [8]. I t is probable that this corresponds to sinusoidal 
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present measurements confirm the reliability of the equipment 
used to obtain them. The principal alternative means of mea
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separated, as was demonstrated in [10]. 

The present measurement did not extend to large value of x/D, 
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the test section. The ambient heat loss was experimentally de
termined by performing heat balances at various test-section tem
peratures. The tests were conducted by setting the loop at the 
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test section was then increased in small increments until a tem
perature excursion was noted. The values of the temperature, 
pressure, flow rate, power, and pressure drop just prior to C H F 
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The flowing quality of CHF was calculated by adding the heat 
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Fig. 1 Scaled CHF in water based on CHF lest in R-l 1 using Stevens 
mass-velocity scaling method 

Data Reduction Using Stevens' Method 
The plotting method proposed by Stevens [1] was used to 

evaluate the data. A mass-velocity scaling factor was calculated 
for each point. Based on this calculation, the average mass-
velocity scaling factor is 0.65 at 1500 psia and 0.60 at 2000 psia 
equivalent pressure. Using these values, the R-11 data were 
used to predict the C H F in water for the same equivalent pres
sure, local flowing quality, and diameter. This prediction or 
scaled CHF was then compared with the C H F that would be 
calculated for a tube with uniform heat flux with the same flow 
conditions. At 1500 psia, the scaled C H F was compared with the 
C H F predicted by the Thompson-MacBeth [3] correlation. 
However, a t 2000 psia, the Thompson-MacBeth correlation in
correctly predicted the effect that diameter changes had on the 
CHF. Therefore, using 67 subcooled data points, reported in 
[3], a special 2000-psia subcooled C H F correlation was de
veloped, and the scaled C H F was compared with the C H F that 
was predicted by this code. A plot of the scaled C H F versus the 
calculated C H F for 1500 and 2000 psia equivalent pressure is 
presented in Fig. 1. 

Data Reduction Using Direct Heat-Flux Scaling Method 
The direct heat-flux scaling method is based on the con'elation 

of Purcupile and Gouse for subcooled forced-convection C H F in 
the subcooled high-velocity region [4]. The nondimensional 
form of the C H F equation is 

h,fi 
= Ci —rerw 

X i -i_ p l v 
1 T C2 — A exit (1) 

where Ct depends on the fluid and c% is primarily a function of the 
bubble departure size and the temperature gradient near the wall. 
In the fluids examined to date (R-113, R-11, water), the relation
ships among the bubble departure size, value of CHF, and thermal 
conductivity are all interrelated such that cz appears to be con
stant for various fluids and is only a function of the reduced pres
sure of the fluid. 

Equation (1) can be used to develop the C H F scaling factor 
between water and refrigerant as follows: At the same liquid-to-
vapor density ratio pi/pv, mass velocity G, diameter D, and exit 
quality Xexit, the following relationship is valid: 
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Fig. 2 Scaled CHF in water based on CHF tests in R-113 using direct 
heat-flux scaling method 
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where K = clw/cm, K is the basic heat-flux scaling factor, and 
subscripts R and w refer to refrigerant and water respectively. 

The value of c% for the refrigerant and water is approximately 
the same, since when the pressure is adjusted to make the liquid-
to-vapor density ratios pi/pv equal, both liquids are at approxi
mately the same reduced pressure. Therefore, equation (2) can 
be simplified to 

Lh/gGJv, 
K 

1 as r^T-6 r ^ " 
LV-R] \_hfgG. 

(3) 

To use this heat-flux scaling method, the void fraction was cal
culated by Levy's method [5] for both refrigerant and water. 

Using equation (3), all the subcooled C H F data reported by 
Coeffield [2] for R-113 were used to scale the CHF in water at 
1000, 1500, and 2000 psia. Using a scaling factor K of 2.52, 
this sealed C H F was then compared with the Thompson-Mac-
Beth prediction a t 1000 and 1500 psia and the special subcooled-
boiling correlation prediction at 2000 psia. The results of this 
comparison are presented in Fig. 2. 
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A P P E N D I X 
Refrigerant R-l 1 critical heat-flux data; round-tube vertical flow 

Mass 
velocity 

X 106 

lb,„/hr-ft* 

1.729 
2.890 
2.792 
2.763 
4.332 
4.297 
4.264 
5.092 
4.671 
4.220 
1.570 
1.912 
5.453 
5.444 
2.764 
1.934 
1.504 
2.667 
1.915 
1.514 
1.092 
1.643 
2.732 
5.468 
6.492 
6.430 
5.387 
2.678 
1.606 
1.118 
1.032 
1.563 
2.651 
5.317 
6.424 
1.556 
1.734 

(D = 0.491 

Inlet 
subcooling 

Btu / lb 

- 4 0 . 8 9 
- 4 1 . 3 1 
- 3 7 . 1 1 
- 3 2 . 8 6 
- 4 1 . 3 1 
- 3 6 . 8 4 
- 3 2 . 6 1 
- 3 2 . 6 5 
- 3 6 . 8 9 
- 4 1 . 1 0 
- 4 0 . 5 9 
- 4 1 . 3 6 
- 4 1 . 1 0 
- 3 7 . 1 1 
- 3 7 . 1 1 
- 3 7 . 1 1 
- 3 7 . 1 1 
- 3 3 . 0 8 
- 3 2 . 8 6 
- 3 2 . 8 6 
- 5 1 . 0 6 
- 5 0 . 8 5 
- 5 0 . 8 5 
- 5 0 . 8 5 
- 5 0 . 8 5 
- 3 6 . 8 6 
- 4 6 . 6 5 
- 4 7 . 0 7 
- 4 7 . 0 7 
- 4 7 . 2 8 
- 4 1 . 9 8 
- 4 2 . 6 2 
- 4 2 . 6 2 
- 4 2 . 4 0 
- 4 2 . 4 0 
- 4 1 . 5 0 
- 5 2 . 9 8 

in., L = 

CHP X 105 
Btu/hr-ft2 

0.994 
2.060 
1.846 
1.644 
2.931 
2.670 
2.373 
2.737 
2.812 
2.861 
1.332 
1.522 
3.384 
3.147 
1.897 
1.411 
1.121 
1.691 
1.262 
1.074 
1.093 
1.484 
2.178 
3.628 
4.024 
3.840 
3.361 
2.030 
1.240 
0.986 
0.854 
1.213 
1.868 
3.103 
3.593 
1.351 
1.738 

44.0 in.) 

Exit 
quality 

- 0 . 4 0 0 
- 0 . 2 6 2 
- 0 . 2 4 9 
- 0 . 1 7 8 
- 0 . 3 3 6 
- 0 . 2 6 2 
- 0 . 2 4 4 
- 0 . 2 5 8 
- 0 . 2 7 1 
- 0 . 3 1 0 
- 0 . 2 6 4 
- 0 . 2 5 9 
- 0 . 3 4 5 
- 0 . 3 0 2 
- 0 . 2 3 2 
- 0 . 2 0 5 
- 0 . 1 8 2 
- 0 . 1 5 5 
- 0 . 3 6 4 
- 0 . 1 5 5 
- 0 . 3 6 4 
- 0 . 4 1 2 
- 0 . 4 7 0 
- 0 . 6 1 4 
- 0 . 6 1 9 
- 0 . 5 5 3 
- 0 . 5 3 2 
- 0 . 4 2 8 
- 0 . 3 4 7 
- 0 . 3 5 3 
- 0 . 2 8 1 
- 0 . 3 5 3 
- 0 . 3 6 9 
- 0 . 4 5 4 
- 0 . 4 8 6 
- 0 . 1 8 8 
- 0 . 3 4 7 

P 
psia 

256.0 
256.0 
258.0 
256.0 
257.0 
257.0 
254.0 
257.0 
258.0 
256.0 
253.0 
260.0 
256.0 
258.0 
258.0 
257.5 
257.5 
257.5 
257.5 
257.0 
360.0 
360.0 
362.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
360.0 
157.0 
259.0 

Suhcooled Boiling of Water in 
Tape-generated Swirl Flow1 

R. F. LOPINA- and A. E. BERGLES3 

Introduction 

TWISTED-TAPE inserts have been shown by numerous investi
gators to be an effective and simple means of enhancing heat trans
fer for both liquids and gases in tube flow. Most of the research 
effort has been devoted to study of single-phase conditions [ l ] . 4 

Data have been reported for subcooled boiling of water [2, 3], 
low-quality bulk boiling of water and Freon-11 [4, 5], and once-
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4 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of T H E AMERICAN 
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through vaporization of nitrogen [6]. These studies have rather 
satisfactorily established the effects of twisted tapes on sub-
cooled-boiling burnout, bulk-boiling dryout, and heat transfer 
coefficients in dispersed-flow film boiling; however, there is con
siderable confusion regarding the characteristics of subcooled 
nucleate boiling. 

Gambill et al. [2] obtained limited data for subcooled nucleate 
boiling suggesting that unusually high wall superheats of 200 deg 
F were possible with water at high heat fluxes. Feinstein and 
Lundberg [3] appeared to corroborate this behavior with their 
measurements of superheats approaching 400 deg F at moderate 
heat fluxes. However, an analysis of the data-reduction pro
cedure of Feinstein and Lundberg suggested that an error was 
made in evaluating the temperature drop across the electrically 
heated tube wall [7]. After making the appropriate corrections, 
it was found tha t practically all of the subcooled-boiling data 
were actually non-boiling. The data of Blatt and Adt [4] for 
nucleate boiling or forced-convection vaporization suggested 
average superheats for water of as much as 100 deg F at low heat 
fluxes; however, similar data for Freon-11 were in the expected 
superheat range of less than 50 deg F. Once again, the discrep
ancy seems to be due to uncertainty in the heated-surface tem
perature, in this case through neglect of the steam-side and tube-
wall temperature drops. This would cause a negligible error in 
the reported superheats for Freon-11 but could lead to errors 
estimated [7] to be as much as 30 deg F for their higher heat-
flux water data. 

This brief discussion of available data for nucleate boiling with 
swirl flow indicates that the boiling curve is not well defined. 
Since this information is essential to the proper design of high-
heat-flux cooling systems that might utilize swirl flow, such as 
electromagnets and microwave power tubes, a study of single-
phase swirl flow [8] was extended to boiling conditions. 

Experimental Procedure 

Data were taken with d-c electrically heated test sections in
stalled in a loop circulating demineralized and degassed water at 
low pressure. The test sections were made of nickel (Inco alloy 
200) tubes of inside diameter 0.198 in. and wall thickness 0.013 in. 
The full-length tapes were of inconel (Inco alloy 600) with a 
thickness of 0.014 in. The heated length was defined to be the 
distance between the inner faces of brass power bushings near 
each end of a test section. Pressure taps were also installed in 
these bushings. The tape twists y, expressed as tube diameters 
per 180 deg twist, ranged from 2.48 to 9.2. Tubes were redrawn 
over the tapes to a final inside diameter of 0.194 in. to insure 
about 0.002 in. of penetration of the tape into the tube wall. A 
Pyrex visual section was installed at the exit of the heated section. 

Da ta recorded included inlet and exit pressures, inlet and exit 
temperatures, and tube outside temperatures (guarded). The 
inside tube temperatures were obtained via a computer solution 
of the conduction equation that accounted for variable thermal 
and electrical conductivity. The reported q/A values are based 
on the inside surface area of the tube only, and heat generated in 
the tape was always a small percentage of the total heat transfer 
to the fluid (under 3 percent). Further details on the experi
mental apparatus and procedure can be found in [7, 8]. 

Results 

A typical subcooled-boiling plot of heat flux versus wall super
heat is shown in Fig. 1. The degree of subcooling represents an 
average for the heated length of the test section. The dashed 
lines represent an extrapolation into the wall superheat regime of 
the forced-convection heat flux predicted from non-boiling data 
for the conditions specified. The curves in this figure have the 
same general appearance as conventional straight-flow boiling 
curves with three regimes present. At low wall superheats, the 
heat transfer is by forced convection, and a relatively small in
crease in q/A occurs for a small increase in wall superheat. At 
higher superheats, however, a large increase in heat flux occurs 
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TWISTED-TAPE inserts have been shown by numerous investi
gators to be an effective and simple means of enhancing heat trans
fer for both liquids and gases in tube flow. Most of the research 
effort has been devoted to study of single-phase conditions [ l ] . 4 

Data have been reported for subcooled boiling of water [2, 3], 
low-quality bulk boiling of water and Freon-11 [4, 5], and once-
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through vaporization of nitrogen [6]. These studies have rather 
satisfactorily established the effects of twisted tapes on sub-
cooled-boiling burnout, bulk-boiling dryout, and heat transfer 
coefficients in dispersed-flow film boiling; however, there is con
siderable confusion regarding the characteristics of subcooled 
nucleate boiling. 

Gambill et al. [2] obtained limited data for subcooled nucleate 
boiling suggesting that unusually high wall superheats of 200 deg 
F were possible with water at high heat fluxes. Feinstein and 
Lundberg [3] appeared to corroborate this behavior with their 
measurements of superheats approaching 400 deg F at moderate 
heat fluxes. However, an analysis of the data-reduction pro
cedure of Feinstein and Lundberg suggested that an error was 
made in evaluating the temperature drop across the electrically 
heated tube wall [7]. After making the appropriate corrections, 
it was found tha t practically all of the subcooled-boiling data 
were actually non-boiling. The data of Blatt and Adt [4] for 
nucleate boiling or forced-convection vaporization suggested 
average superheats for water of as much as 100 deg F at low heat 
fluxes; however, similar data for Freon-11 were in the expected 
superheat range of less than 50 deg F. Once again, the discrep
ancy seems to be due to uncertainty in the heated-surface tem
perature, in this case through neglect of the steam-side and tube-
wall temperature drops. This would cause a negligible error in 
the reported superheats for Freon-11 but could lead to errors 
estimated [7] to be as much as 30 deg F for their higher heat-
flux water data. 

This brief discussion of available data for nucleate boiling with 
swirl flow indicates that the boiling curve is not well defined. 
Since this information is essential to the proper design of high-
heat-flux cooling systems that might utilize swirl flow, such as 
electromagnets and microwave power tubes, a study of single-
phase swirl flow [8] was extended to boiling conditions. 

Experimental Procedure 

Data were taken with d-c electrically heated test sections in
stalled in a loop circulating demineralized and degassed water at 
low pressure. The test sections were made of nickel (Inco alloy 
200) tubes of inside diameter 0.198 in. and wall thickness 0.013 in. 
The full-length tapes were of inconel (Inco alloy 600) with a 
thickness of 0.014 in. The heated length was defined to be the 
distance between the inner faces of brass power bushings near 
each end of a test section. Pressure taps were also installed in 
these bushings. The tape twists y, expressed as tube diameters 
per 180 deg twist, ranged from 2.48 to 9.2. Tubes were redrawn 
over the tapes to a final inside diameter of 0.194 in. to insure 
about 0.002 in. of penetration of the tape into the tube wall. A 
Pyrex visual section was installed at the exit of the heated section. 

Da ta recorded included inlet and exit pressures, inlet and exit 
temperatures, and tube outside temperatures (guarded). The 
inside tube temperatures were obtained via a computer solution 
of the conduction equation that accounted for variable thermal 
and electrical conductivity. The reported q/A values are based 
on the inside surface area of the tube only, and heat generated in 
the tape was always a small percentage of the total heat transfer 
to the fluid (under 3 percent). Further details on the experi
mental apparatus and procedure can be found in [7, 8]. 

Results 

A typical subcooled-boiling plot of heat flux versus wall super
heat is shown in Fig. 1. The degree of subcooling represents an 
average for the heated length of the test section. The dashed 
lines represent an extrapolation into the wall superheat regime of 
the forced-convection heat flux predicted from non-boiling data 
for the conditions specified. The curves in this figure have the 
same general appearance as conventional straight-flow boiling 
curves with three regimes present. At low wall superheats, the 
heat transfer is by forced convection, and a relatively small in
crease in q/A occurs for a small increase in wall superheat. At 
higher superheats, however, a large increase in heat flux occurs 
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Fig. 1 Subeooled-boiling data for water in swirl flow 

for a correspondingly small increase in wall superheat. As is 
usual with straight-flow boiling, the data for a particular tube at 
all velocities and subcoolings appear to be asymptotic to a "fully 
developed" boiling line in the high-superheat region. 

The visual exit section was used to observe the inception points 
noted in Fig. 1. I t may be seen that the first visually observed 
bubbles occurred very close to the predicted boiling inception 
line of Bergles and Rohsenow [9]. 

A compilation of data for fully developed boiling is given in 
Fig. 2. No systematic effect of tape twist can be observed, and 
the superheats with twisted tapes are essentially the same as for 
straight flow. The scatter of ± 5 deg F in wall superheat is 
actually quite characteristic of fully developed subcooled boiling. 
It can thus be concluded tha t wall superheats for swirl flow are 
not any higher than those for straight flow. The rather close 
agreement between the two cases suggests that the mechanism is 
perhaps similar for the two cases. The water pool-boiling re
sults of Costello and Tuthill [10] and Merte and Clark [11] tend 
to substantiate this conclusion, since it was reported in both 
studies that the superheat required for a given heat flux was 
practically independent of acceleration for heat fluxes above 
50,000 Btu/hr-ft2 . 

The final set of results presented in Fig. 3 concerns overall 
test-section pressure drop for swirl and straight flow. The data 
follow the usual trend of remaining close to the adiabatic value 
until appreciable boiling is initiated, whereupon an increase in 
pressure drop is obseryed with increasing heat flux. For the 
range of heat fluxes considered, the pressure drop with swirl 
flow is considerably higher than that for straight flow. The 
straight tube burns out before the pressure drop reaches the 
swirl-flow value; hence it is impossible to speak of swirl-flow 
enhancement in terms of heat-flux level at equal pressure drop 
and velocity. Of course the swirl tubes would have a substan
tially higher burnout flux than the empty tube. 

Gambill et al. [2] have demonstrated twofold increases in 
burnout flux with swirl flow over a wide range of flow conditions. 
In addition, the burnout flux at equal pumping power (velocity 
variable) was also increased by a factor of two. This latter re
sult is clarified by the present observations. With vigorous sub-
cooled boiling, the swirl data seem to indicate a less pronounced 
increase in pressure drop than the empty-tube data. This in
crease is normally due to a rapid buildup of nonequilibrium vapor 
volume, which increases the momentum component of the pres
sure drop [12]. The visual observations made in this study 
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Fig. 3 Overall pressure drop for subcooled boiling of water in swirl flow 

confirm that the swirl flow results in displacement of the bubbles 
from the wall. Upon removal from the superheated wall layer, 
the bubbles condense and the void fraction is reduced. 
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Nomenclature 

A = surface area 
E = molecular energy flux 
F = shape factor 
k = thermal conductivity 

K = Knudsen number 
I = a significant length 

N = number of surfaces in the enclosure 
Q = heat transfer rate 
R = thermal resistance 
T = absolute temperature 
a — thermal accommodation coefficient 
\ = molecular mean free pa th 

Introduction 

RECOGNIZING the similarity between free molecular conduction 
and pure radiation, the electrical-network analogy which Oppen-
heim [1]2 used for radiation analysis may be applied directly to 
the problem of evaluating the steady diffusion of thermal energy 
within an enclosure containing a Knudsen gas. Furthermore, 
with some modification the analogy may be applied in the transi
tion regime. This analog provides a very simple solution tech
nique that can be applied to engineering problems where complex 
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geometries would otherwise force very lengthy numerical solu
tions. Not only does this approach allow the use of electrical-
network computational techniques such as matrix algebra, but a 
solution may easily be obtained by the use of a passive analog 
computer. Also, since in rarefied flows radiation is frequently 
important, the analog solution becomes additionally attractive 
because of the ease of combining the conductive and radiative 
analogs. 

The Free Molecule Limit 

Consider an iV-surface enclosure containing a Knudsen gas. 
A surface is defined as that portion of the enclosure having a 
uniform temperature, a uniform incident energy flux, and uniform 
surface properties. I t shall be assumed, for the sake of simplicity, 
tha t all molecules are diffusely reflected from the surface, but the 
effects of specular reflection may be accounted for using the same 
techniques tha t are normally applied to radiative transfer, see 
Ziering and Sarofim [2]. In addition, it shall be assumed that 
all molecular energy modes that enter into an energy exchange 
with the surface are accommodated to the same degree. Under 
these assumptions, the thermal boundary condition at the i 
surface may be written as 

1 - on 
(Emi — Eri) (1) 

where Qi is the net heat transfer from the i surface, E,„i is the 
usual Maxwellian energy flux corresponding to the surface tem
perature Ti, and Eri is the energy flux reflected from surface i. 

As was pointed out by Wu [3], the net energy transfer between 
any two surfaces Ai and Aj may be expressed in terms of the 
geometric shape factor in the same way that is used for radiative 
transfer. Tha t is 

Qa = AiFij(EH - Erj) (2) 

where Fa is the diffuse geometric shape factor and Qa is the net 
energy transfer, related to Qt by 

N 

y = i 
(3) 

Assuming tha t either the temperature or the heat flux is known 
at each surface, equations ( l ) - (3) represent a complete formula
tion, since the Maxwellian energy flux is related to the surface 
temperature Ti. For the sake of demonstration, we will consider 
the case of a monatomic Maxwellian gas, so that equations (1) 
and (2) become 

4AiCtik 

\iij 

15(1 - a{)\ 

_ AAjFjjk 

15X 

{Ti- Tri) 

\i- ri i- rj J 

(4) 

(S) 

where TH = 15\E,i/Ak, k is the continuum thermal conductivity, 
and X is the mean free path. 

Equations (4) and (5) can easily be used to form an analog 
circuit for any iV-surface enclosure. If we let temperature repre
sent potential and heat flux represent current, then the thermal 
resistance associated with the non-ideal accommodation at any 
surface is 
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geometries would otherwise force very lengthy numerical solu
tions. Not only does this approach allow the use of electrical-
network computational techniques such as matrix algebra, but a 
solution may easily be obtained by the use of a passive analog 
computer. Also, since in rarefied flows radiation is frequently 
important, the analog solution becomes additionally attractive 
because of the ease of combining the conductive and radiative 
analogs. 

The Free Molecule Limit 

Consider an iV-surface enclosure containing a Knudsen gas. 
A surface is defined as that portion of the enclosure having a 
uniform temperature, a uniform incident energy flux, and uniform 
surface properties. I t shall be assumed, for the sake of simplicity, 
tha t all molecules are diffusely reflected from the surface, but the 
effects of specular reflection may be accounted for using the same 
techniques tha t are normally applied to radiative transfer, see 
Ziering and Sarofim [2]. In addition, it shall be assumed that 
all molecular energy modes that enter into an energy exchange 
with the surface are accommodated to the same degree. Under 
these assumptions, the thermal boundary condition at the i 
surface may be written as 

1 - on 
(Emi — Eri) (1) 

where Qi is the net heat transfer from the i surface, E,„i is the 
usual Maxwellian energy flux corresponding to the surface tem
perature Ti, and Eri is the energy flux reflected from surface i. 

As was pointed out by Wu [3], the net energy transfer between 
any two surfaces Ai and Aj may be expressed in terms of the 
geometric shape factor in the same way that is used for radiative 
transfer. Tha t is 

Qa = AiFij(EH - Erj) (2) 

where Fa is the diffuse geometric shape factor and Qa is the net 
energy transfer, related to Qt by 
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Assuming tha t either the temperature or the heat flux is known 
at each surface, equations ( l ) - (3) represent a complete formula
tion, since the Maxwellian energy flux is related to the surface 
temperature Ti. For the sake of demonstration, we will consider 
the case of a monatomic Maxwellian gas, so that equations (1) 
and (2) become 
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where TH = 15\E,i/Ak, k is the continuum thermal conductivity, 
and X is the mean free path. 

Equations (4) and (5) can easily be used to form an analog 
circuit for any iV-surface enclosure. If we let temperature repre
sent potential and heat flux represent current, then the thermal 
resistance associated with the non-ideal accommodation at any 
surface is 
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The Transition Regime 

I n t h e t r ans i t i on regime b e t w e e n free mo lecu l e flow a n d con

t i n u u m , t h e b o u n d a r y cond i t ions a re u n c h a n g e d , so e q u a t i o n (4) 

still holds . T h e t r a n s p o r t f rom one sur face t o a n o t h e r , however , 

m u s t be modified t o inc lude t h e effect of m o l e c u l a r collisions. 

Consider first one-d imens iona l h e a t t r ans fe r b e t w e e n t w o p a r a l 

lel p la tes a d i s t ance I p a r t . L e e s ' [4] m o m e n t so lu t ion t o th i s 

p r o b l e m for a m o n a t o m i c M a x w e l l i a n gas gives t h e h e a t t r ans fe r 

from p l a t e 1 t o p l a t e 2 as 

Ak 

1 
15 _X_ 

4 I 

(Tn - Tri) (6) 

F o r convenience , we m u l t i p l y b o t h th i s e q u a t i o n a n d e q u a t i o n (4) 

b y t h e fac tor I 1 + — — ) t o o b t a i n 

/ 15 V 

4 I 

15(1 — a.i)\ \ 4 

1 + j K ] Q» 
'Ak 4Ak / 1 5 

T + TE\ VI H' (.Tn - Tr2) (8) 

where K is t h e K n u d s e n n u m b e r , K = \/l. If we l e t t e m p e r a 

t u r e r ep re sen t p o t e n t i a l a n d t h e p r o d u c t of h e a t flux a n d t h e fac 

to r (1 + 1 5 K / 4 ) 2 r e p r e s e n t c u r r e n t , we m a y use e q u a t i o n s (7) 

and (8) to form t h e ana log c i rcu i t s h o w n in F ig . 1, p r o v i d e d we 

recognize t h e fac t t h a t t h e b r a c k e t e d t e r m in e q u a t i o n (8) m a y b e 

considered as t h e e q u i v a l e n t c o n d u c t a n c e for t w o res is tors in 

paral le l . N o t i c e t h a t R0 is e x a c t l y t h e c o n t i n u u m re s i s t ance for 

t r a n s p o r t b e t w e e n t h e p l a t e s , whi le Ru is t h e free mo lecu l e t r a n s 

p o r t res i s tance mul t ip l i ed b y t h e fac tor ( 4 / 1 5 K ) 2 a n d Ri a n d R2 

a re t h e a p p r o p r i a t e res i s tances a s soc ia ted w i t h t h e non- idea l 

a c c o m m o d a t i o n a t t h e p l a t e surfaces . 

If one is willing t o a p p r o x i m a t e t h e raref ied effects in a m u l t i 

d imens ional p r o b l e m t h r o u g h a single K n u d s e n n u m b e r , t h e n t h i s 

pr inciple m a y easily b e e x t e n d e d t o t h e m u l t i d i m e n s i o n a l case . 

F i g u r e 2 shows t h e t r ans i t i on ana log for a th ree - su r face enc losure 

w h e r e surface 1 h a s a specified t e m p e r a t u r e , sur face 2 h a s a 

specified h e a t flux, a n d sur face 3 is i n su l a t ed . H e r e t h e cen t r a l 

t r iangle r ep re sen t s t h e c o n t i n u u m c o n d u c t i v e ana log for t h e en

closure, t e m p e r a t u r e aga in r e p r e s e n t s vo l t age , a n d (1 + 1 5 K / 4 ) 2 Q 

is cur ren t . N o t e t h a t th i s c i rcui t r e d u c e s t o t h e e x a c t so lu t ion 

for b o t h X - » co and X —»• 0. 

Non-Fourier Effects at High Heat Flux 

M. J. MAURER1 and H. A. THOMPSON2 

This brief investigates analytically non-Fourier effects in high 

flux conditions using the relaxation model for heat conduction. 

Unlike the Fourier model, the relaxation model predicts an in

stantaneous jump in the surface temperature of solids subjected 

to a step change in the surface heat flux. Under sufficiently high 

flux, W w/cm2, this jump in temperature may be several 

hundred degrees in magnitude, resulting in severe thermal 

stresses at the surface. 

Introduction 

I T I S W E L L K N O W N t h a t t h e F o u r i e r m o d e l for h e a t conduc t ion 

possesses seve ra l pa tho log ica l anomal ies , t h e m o s t p r o m i n e n t one 

be ing a n infini te speed of p r o p a g a t i o n . I n o rde r t o e l imina t e 

these anomal ie s , C a t t a n e o [1, 2 ] 3 a n d V e r n o t t e [3-5] inde

p e n d e n t l y p o s t u l a t e d a new, t i m e - d e p e n d e n t r e l axa t ion mode l for 

t h e h e a t flux: 

q = -KVT - T - (q) 
ot 

(1) 

w h e r e t h e d e p e n d e n t va r i ab l e s a re t h e heat - f lux v e c t o r q a n d 

t e m p e r a t u r e T a n d t h e i n d e p e n d e n t va r i ab l e s a re t h e pos i t ion 

v e c t o r x a n d t i m e t. T h e t r a n s p o r t coefficients for t h e r e l axa t ion 

m o d e l a re t h e t h e r m a l c o n d u c t i v i t y K a n d t h e r e l axa t ion t i m e v. 

S u b s t i t u t i o n of t h e heat- f lux r e l axa t ion m o d e l g iven b y e q u a 

t ion (1) i n t o t h e ene rgy e q u a t i o n for an inexpans ib le solid yields 

t h e r e l axa t i on - mode l fo rm of t h e h e a t c o n d u c t i o n e q u a t i o n 

dT d 2 y 
KV2r = —- + r — -

dt d i 2 (2) 

w h e r e ic is t h e t h e r m a l diffusivity. E q u a t i o n (2) is hype rbo l i c 

in fo rm a n d there fore descr ibes t h e b e h a v i o r of a d a m p e d t e m 

p e r a t u r e w a v e w i t h a finite speed of p r o p a g a t i o n v g iven b y v = 

•\/K/T. I n t h e l imi t as T —»- 0, e q u a t i o n (2) r educes t o i t s u s u a l 

p a r a b o l i c f o rm a n d t h e r e l axa t ion mode l , e q u a t i o n (1) , r educes t o 

t h e F o u r i e r m o d e l for t h e h e a t flux. U n d e r s t e a d y - s t a t e condi 

t ions , t h e r e l a x a t i o n m o d e l r educes t o t h e F o u r i e r m o d e l even 

w h e n r ^ 0. H e n c e t h e t e m p e r a t u r e s p r e d i c t e d b y t h e t w o 

mode l s will differ on ly u n d e r n o n - s t e a d y - s t a t e condi t ions . 
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flux conditions using the relaxation model for heat conduction. 

Unlike the Fourier model, the relaxation model predicts an in

stantaneous jump in the surface temperature of solids subjected 

to a step change in the surface heat flux. Under sufficiently high 

flux, W w/cm2, this jump in temperature may be several 

hundred degrees in magnitude, resulting in severe thermal 

stresses at the surface. 

Introduction 

I T I S W E L L K N O W N t h a t t h e F o u r i e r m o d e l for h e a t conduc t ion 

possesses seve ra l pa tho log ica l anomal ies , t h e m o s t p r o m i n e n t one 

be ing a n infini te speed of p r o p a g a t i o n . I n o rde r t o e l imina t e 

these anomal ie s , C a t t a n e o [1, 2 ] 3 a n d V e r n o t t e [3-5] inde

p e n d e n t l y p o s t u l a t e d a new, t i m e - d e p e n d e n t r e l axa t ion mode l for 

t h e h e a t flux: 

q = -KVT - T - (q) 
ot 

(1) 

w h e r e t h e d e p e n d e n t va r i ab l e s a re t h e heat - f lux v e c t o r q a n d 

t e m p e r a t u r e T a n d t h e i n d e p e n d e n t va r i ab l e s a re t h e pos i t ion 

v e c t o r x a n d t i m e t. T h e t r a n s p o r t coefficients for t h e r e l axa t ion 

m o d e l a re t h e t h e r m a l c o n d u c t i v i t y K a n d t h e r e l axa t ion t i m e v. 

S u b s t i t u t i o n of t h e heat- f lux r e l axa t ion m o d e l g iven b y e q u a 

t ion (1) i n t o t h e ene rgy e q u a t i o n for an inexpans ib le solid yields 

t h e r e l axa t i on - mode l fo rm of t h e h e a t c o n d u c t i o n e q u a t i o n 

dT d 2 y 
KV2r = —- + r — -

dt d i 2 (2) 

w h e r e ic is t h e t h e r m a l diffusivity. E q u a t i o n (2) is hype rbo l i c 

in fo rm a n d there fore descr ibes t h e b e h a v i o r of a d a m p e d t e m 

p e r a t u r e w a v e w i t h a finite speed of p r o p a g a t i o n v g iven b y v = 

•\/K/T. I n t h e l imi t as T —»- 0, e q u a t i o n (2) r educes t o i t s u s u a l 

p a r a b o l i c f o rm a n d t h e r e l axa t ion mode l , e q u a t i o n (1) , r educes t o 

t h e F o u r i e r m o d e l for t h e h e a t flux. U n d e r s t e a d y - s t a t e condi 

t ions , t h e r e l a x a t i o n m o d e l r educes t o t h e F o u r i e r m o d e l even 

w h e n r ^ 0. H e n c e t h e t e m p e r a t u r e s p r e d i c t e d b y t h e t w o 

mode l s will differ on ly u n d e r n o n - s t e a d y - s t a t e condi t ions . 
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By introducing a scaling factor 8 into equation (2) such tha t 
i = 8H' and x = 5x', it may be shown that relaxation-model solu
tions asymptotically approach Fourier-model solutions when 
r / 5 2 <SC 0(1), tha t is, for large t and x. The magnitude of r 
plays, therefore, a primary role in distinguishing the domain 
where the behavior of the temperature is wavelike from the do
main of diffusive behavior according to the Fourier model. Vari
ous investigators have estimated the magnitude of r and found it 
to range from 10~10 sec for gases at standard conditions to 10~14 

sec for metals [6], with the values of r for liquids [7] and insula
tors [8] falling within this range. 

This work considers a problem posed by Brazel and Nolan [9], 
who were concerned with the effects of extremely high surface 
heat fluxes. Examinations of this problem showed that (a) 
Brazel and Nolan improperly applied the relaxation model to' the 
problem they posed, (6) an abnormally high temperature was 
predicted in the vicinity of the surface by a properly formulated 
relaxation model, and (c) the magnitude of the temperature 
anomaly was significant only at extremely high heat fluxes. 

The hyperbolic heat equation has also received some attention 
in the engineering literature, for instance Baumeister and Hamill 
[10] and Chan, Low, and Mueller [11]. 

Heat Pulse Problem 

Two major anxieties motivated Brazel and Nolan's [9] in
vestigation of the relaxation model for solids under extremely 
high surface fluxes. Because of the relaxation term, (a) the 
surface temperatures might be greater than those predicted by the 
Fourier model and (b) the temperature gradient in the vicinity of 
the surface might also be abnormally high. If these effects oc
curred, structural failure might result because of excessive ther
mal stresses near the surface of the solid where the structural 
strength was already reduced by the abnormally high temper
ature. 

To evaluate the potential for these effects, Brazel and Nolan 
posed the following boundary-value problem using the relaxation 
model. They considered the case of a pulse of high-tensity elec
tromagnetic radiation of nuclear origin with a thermal-flux level 
of the order of 107 w/cm2 having a rise time of the order of 10~12 

sec with a period of the order of 10 ~9 sec. They supposed that 
such a heat pulse struck, so that it was uniformly and completely 
absorbed, a thick slab of refractory, reinforced phenolic char 
having thermal properties of K = 0.017 w/cm2-deg C, K = 8.1 
X 10"3 cm2/sec, a n d r = 2.9 X 1 0 " " sec. 

Since only the short-time response of the slab was of interest, 
i.e., t ~ 0 ( T ) , the slab was assumed to be thick relative to vt and 
was treated as a semi-infinite solid. In addition, since the heat 
pulse was assumed to be uniformly absorbed, the slab was treated 
as a one-dimensional semi-infinite solid. The heat pulse, more
over, was simplified and treated as a step change in the surface 
flux for * ~ 0 ( r ) . 

In this problem, assuming the initial temperature distribution 
of the slab is uniform and the initial heat flux is zero, which is 
equivalent to requiring the initial time rate of change of the tem
perature to be zero, yields initial conditions 

and 

dT 

dt 

T(x, 0) = 0 

(x, 0) = 0 or q{x, 0) = 0 

(3) 

(4) 

where the initial temperature has been used as a reference tem
perature level. Treating the slab as a semi-infinite solid requires 
that the solution be bounded at infinity. 

The heat-flux boundary condition at x = 0 may be formulated 

dT do 
g(0, t) = -K — (0, 0 - T ^ (0, t) 

ox ot 
(5) 

where F0 is a constant. 
The proper formulation of the condition on the temperature 

gradient requires that both the flux and the time rate of change of 
the flux at the surface must be specified. Brazel and Nolan in 
their analysis set the heat flux equal to the temperature gradient, 
just as would be done in applying the Fourier model, so that they 
implicitly imposed the hidden boundary condition at the surface 
that the time rate of change of the heat flux is zero for t = 0. This 
procedure yielded erroneous results concerning the short-time 
temperature response of the slab, since the effect of the relaxation 
term at the boundary was neglected. 

Taking the Laplace transform of the heat-flux equation (5) 
yields 

dT 
4(0, s) = -K ~~ (0, 8 ) 

ax 
TSC2(0, s) = Fa/s (6) 

where s is the Laplace transform variable. Substituting q 
FH/S and solving for the temperature gradient yields 

dT 

dx 
(0, 8) = - - " 

F„ (1 + TS) 

K s 
(7) 

This result differs from Brazel and Nolan's development by the 
presence of the TS term. 

Taking the Laplace transform of the heat conduction equation 
(2), using the initial conditions given by equations (3) and (4), 
and applying the flux boundary condition in the form given by 
equation (7) yields as the bounded part of the solution as x —*• <*> 

T(x, s) 

Fu-s/lcr/K 

Inversion yields 

exp { - '- - \A(S + 1/T)\ 
l \ I » j 

i + - ) 7-T-rTT^ ( 8 ) 

TS) VS(S + 1/T) 

-̂ =— = Hit — x/v) 
F0VKT/K 

•~t/2rh 
X' 

4:KT 

ifi—'-m X' 

4KT 
du (9) 

where H(t) is the Heaviside unit step function and Ia is the modi
fied Bessel function of zero order. For x > 0 it is necessary to 
evaluate the integral in equation (9) by some approximate or 
numerical method. Fortunately, in the special case of x = 0, 
that is, for the surface temperature which is of particular interest, 
the integral may be evaluated in closed form by inverting equa
tion (8) with x = 0. 

The solution for the surface temperature is 

FoV^/K 
= e-t/2r [ ( 1 + t/T)Io{t/2T) + {t/T)h{t/2T)\ (10) 

where Ii is the modified Bessel function of the first order. Of 
special interest is the response of the surface temperature as 
t —*• 0. As t -*• 0 the surface temperature given by equation (10) 
approaches the limit given by 

lim T(0, t) • 
f-»0 

F„ -\/KT 

K 
(11) 

indicating that a solid subjected to a step change in the surface 
flux also experiences a jump in the surface temperature. This 
response is in sharp contrast to that of the Fourier model in 
which the surface temperature approaches zero as I -*• 0. The 
magnitude of the initial temperature jump for refractory, rein
forced phenolic char subjected to a step change in the surface 
flux of 107 w/cm2 is approximately 300 deg C. I t is easily shown, 
however, that the surface temperature deviation from the 
Fourier-model value becomes less than 1 percent in about 
r ~ O(50r). 
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Finally, since the complete solution, equation (9), contains a 
Heaviside unit step function with argument x = vt, the thickness 
of the thermal boundary layer associated with the jump in the 
surface temperature must be extremely small for t ~ 0 ( r ) . This 
implies the existence of a large temperature gradient in the vicinity 
of the surface where the maximum gradient occurs. For t > 0 
it can be shown to be — Fo/K, the same value as the Fourier 
gradient, but in the limit as t —»- 0 it can be shown that the 
temperature gradient at the surface approaches infinity. The 
magnitude of the temperature gradient at the surface for t > 0 is 
of the order 108 deg C/cm for refractory, reinforced char sub
jected to a flux of 107 w/cm2 . 

I t is clear from the preceding discussion that both the major 
anxieties which motivated the investigation of Brazel and Nolan 
were justified, that is, both the temperature and temperature 
gradient predicted by the relaxation model are greater than the 
corresponding values for the Fourier model. For heat fluxes of 
the order of 107 w/cm2 or greater, these deviations from the 
Fourier model will be significant. The implications of such de
viations with regard to structural integrity are also clear; any 
close design based on the Fourier-model predictions would fail in 
thermal shock at a sufficiently high flux level. 
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Metlioil-of-Cliaracteristics Study of Transient 
Single-Pass Heat-exchange Processes1 

w. A. MCNEILL2 

Nomenclature 

Starred superscripts denote dimensional quantities. 

A * = heat-exchange area separating streams 1 and 2 
A i * = maximum value of A * in counter-flow problem 

A = A*/(rh,i*Cpl*/U*) 
Cvi*, Cvi* = specific heat at constant pressure and volume, re

spectively, of i th stream 
Ki* = mass contained in i th stream per unit exchange 

area AA * 
K = X 2 * C V / ( X i * C V ) 

Ann* = mass contained in i th stream corresponding to in
crement AA * 

ihi* = mass flow rate of i th stream 
M = OT2*Cp8*/(ml*Cjll*) 

t* = time 

t = e,/{Ki*c,1*/v*) 
U = dimensionless time required for steady-state con

dition to exist 
t„ = dimensionless time required for hot-fluid front to 

reach At 
U* = bulk temperature of'ith stream 

tk*,tc* — specified inlet temperatures, equations (3), (5) 
U = U*/(th* - tc*) 

U* = overall heat-transfer coefficient 
a, j3 = distances measured along characteristic lines 

M U C H theoretical work has been devoted to the study of 
transient effects in recuperative and regenerative heating [1, 2]. s 

In one study [2, p. 397] Carslaw and Jaeger demonstrated the 
application of the Laplace transformation to the transient be-
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brief. 
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havior of an infinite single-pass heat exchanger in counter flow. 
Lacking is,an approach to transient heat exchange which clearly 
displays its traveling-wave nature, as revealed through the method 
of characteristics. This method is applied herein to obtain results 
for parallel flow and counter flow, displayed in concise form suit
able for preliminary design work. 

The present problem is an extension of the work of Carslaw 
and Jaeger, and their introductory description will suffice here, 
noting the following points to be considered in the present prob
lem: 

1 The exchanger is finite, and both parallel flow and counter 
flow are considered. 

2 The initial common temperature of the streams is tc* (initial 
temperatures were taken to be zero in [2]). 

3 The exchange area A* is used as an independent variable 
instead of the distance x used in [2], Certain differences in 
nomenclature from [2] also appear herein. 

For parallel flow, an energy balance leads to the following (non-
dimensional) equations: 

dA 
h -

^ t 
— -M: 

iiA 
-{h - h) + K 

dt 
(1) 

These equations are hyperbolic provided K/M ^ 1. For the 
hyperbolic case, two distinct sets of characteristic curves exist, 
having the constant slopes dt/dA = K/M and dt/dA = 1. The 
symbols a and /3 will denote distances along the lines having slopes 
K/M and 1, respectively. A coordinate transformation is now 
introduced which permits the governing equations to be written 
in terms of distances measured along the characteristic lines [3, 
pp. 38-44]. In matrix notation, the characteristic variables are 
related to the original variables as follows: 

K/M 
[i + (K/M)*]0-6 

l 
[1 + (iC/Af)2]0-6 

1 
( 2 ) ° •<• 

1 

(2)»-6 

Equations (1) in terms of the a and /3 variables become 

Ui 1 
+ T^TT & - h) = 0 d/3 (2)»£ 

EMj 

+ 
1 

da (IO + ilf2)"-1 (h - h) = 0 (2) 
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Finally, since the complete solution, equation (9), contains a 
Heaviside unit step function with argument x = vt, the thickness 
of the thermal boundary layer associated with the jump in the 
surface temperature must be extremely small for t ~ 0 ( r ) . This 
implies the existence of a large temperature gradient in the vicinity 
of the surface where the maximum gradient occurs. For t > 0 
it can be shown to be — Fo/K, the same value as the Fourier 
gradient, but in the limit as t —»- 0 it can be shown that the 
temperature gradient at the surface approaches infinity. The 
magnitude of the temperature gradient at the surface for t > 0 is 
of the order 108 deg C/cm for refractory, reinforced char sub
jected to a flux of 107 w/cm2 . 

I t is clear from the preceding discussion that both the major 
anxieties which motivated the investigation of Brazel and Nolan 
were justified, that is, both the temperature and temperature 
gradient predicted by the relaxation model are greater than the 
corresponding values for the Fourier model. For heat fluxes of 
the order of 107 w/cm2 or greater, these deviations from the 
Fourier model will be significant. The implications of such de
viations with regard to structural integrity are also clear; any 
close design based on the Fourier-model predictions would fail in 
thermal shock at a sufficiently high flux level. 
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displays its traveling-wave nature, as revealed through the method 
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3 The exchange area A* is used as an independent variable 
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Fig. 1 . Characteristic regions for parallel flow with K/M > 1 
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Initial and boundary conditions are 

k ' Ji U* = 0 2 t* = 0 t*>0 
A* = 0 

= 4* 2 t*>0 — c 

(3) 

and are subsequently nondimensionalized for application to 
equations (2). 

The characteristic regions for the problem described by equa
tions (1) and (3) are shown in Fig. 1 for K/M > 1. Reference 
[4] may be consulted for a detailed discussion of characteristic 
regions of this type. Initial and boundary values of tempera
tures are listed on the A, t axes. The /3 line passing through the 
origin represents the movement of the "hot-fluid front," that is, 
the forwardmost point reached by the fluid introduced into 
stream 1 at A* = 0, t* = 0. For K/M > 1 the temperature at a 
given point A begins to change when the hot-fluid front passes 
that position, and reaches the steady state at a time determined 
by the a line which passes through the origin. 

For K/M < 1, however, the a line through the origin lies closer 
to the abscissa than does the corresponding (3 line. Thus the 
temperature of the fluid at a given position begins to change be
fore the arrival of the hot-fluid front. In other words, a dis
turbance precedes the hot-fluid front due to the existence of cir
cumstances under which fluid stream 2 is heated, and, moving 
more rapidly than stream 1, transfers heat to that part of stream 1 
ahead of the hot-fluid front. 

If K/M = 1, equations (1) are parabolic, having only one set of 
characteristics. In this special case the transient region dis
appears, and, ideally, the temperature at any position would go 
from the undisturbed state directly to the steady state with the 
passing of the hot-fluid front. 

For counter flow, the development of the governing equations 
proceeds in the same manner as before, and the following dimen
sionless equations are obtained: . 

Z>k bh 
7 7 = k - U + — 
dA dt 

M^ = - (<! 
bA 

These equations are always hyperbolic, having two distinct sets 
of constan1>slope characteristics, namely dl/dA = —K/M (a 
lines) and di/dA = 1 ((3 lines). 

As before, a coordinate transformation is introduced so that 
equations (4) are written in terms of distances measured along 
the a and /3 characteristic lines. Interestingly, the transformed 
equations are precisely equations (2). (It should be emphasized, 
however, tha t the a characteristic lines are not the same family 
for the counter-flow as for the parallel-flow problem.) 

For the counter-flow problem, the initial and boundary condi
tions are 

t* = o 
= t2*l t* = 0 t*>0 

U* = 0 

t*>0 
\A* = A. 

h* 

= tc (5) 

The @ line which passes through the origin represents, as before, 
the position of the hot-fluid front, and the region below this line 
is undisturbed for all K, M and 0 ^ A ^ At. I t is not possible, 
however, to identify a distinct steady-state region as was done 
previously. Instead, the steady condition at any value of A is 
approached asymptotically with increasing t. 

Numerical methods were used to solve the counter-flow 
problem, replacing the derivative terms in the transformed equa
tions (2) by first-order forward-difference approximations and 
"marching out" [4] the solutions in increments of At. The 
known steady-state solution for k — h provided a check on the 
accuracy of the numerical procedure. 

Although the steady state is approached asymptotically, it was 
observed that it is possible to identify in each numerical solution 
a point t = ts such tha t in the neighborhood of this point the solu
tion curve "flattens" considerably, exhibiting a sharply decreased 
rate of change for t > ts. The value I, thus represents a logical 
"steady-state" value for design applications. I t was found that 
a suitable formalization for locating ts in the numerical computa
tion was to require that ts be the smallest value such that for 
t > ts and 0 ^ A ^ At convergence to four decimal places exists 
over a five-step interval in the integration. A division of the A 
axis by 45 equally spaced points, with a and /3 lines originating 
at each point, was employed to specify the coordinate incre
ments. In all cases considered, a progression of 100 increments 
in the t direction was sufficient for convergence. Figure 2 dis
plays the results of these numerical computations over a wide 
range of the variables involved. The value t = to in Fig. 2 de
notes the arrival of the hot fluid at At. (Of course t« is numeri
cally equal to A,, since the slope of the /3 line is unity.) 

In summary, the time required for a steady condition to exist 
may be obtained as follows: 

For parallel flow 

t, = (K/M)A if K/M > 1 

I. = 1 if K/M ^ 1 

For counter flow refer to Fig. 2. 
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E R R A T U M 

In the paper "Periodic Heat Transfer in Straight F ins" by Prof. J. W. Yang, 
which appeared in the JOURNAL OF H E A T TRANSFER, TRANS. ASME, Series C, 
Vol. 94, No. 3, Aug. 1972, pp. 310-314, the ordinate of Fig. 9 should be 17/2. 
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ERRATUM 
In thH prrpm' "Pnriodic Heat Transfer in Rtmight Fins" by Prof. J. W. Yang, 

which appeared ill the JOIJHNAL 01' l-lJ.:A'l' 'i'ltANI:;Io'I.;It, TIL\Nti. ARME, Series C, 
Vol. n'l, No. ;l, Aug. In72, pp. ;)10-314, t.he ordinate of Fig. n should be 7]/2. 
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